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WELCOME MESSAGES

Greetings to all attendees of the 15th International Conference on Information Technology  
and Electrical Engineering (ICITEE 2023). This momentous occasion signifies the IEEE-CIS  
Thailand Chapter’s official foray into conference organization. Traditionally, our Chapter 
has primarily played a role in providing technical sponsorship for conferences. However, as 
our Chapter continues its growth trajectory, it is only fitting that we expand our role in the  
organization of conferences.

For some context, the IEEE Computational Intelligence Society (CIS) Thailand Chapter was 
established in 2015. It is worth noting that the inception of our Chapter can be attributed 
to the unwavering dedication of Dr. Kitsuchart Pasupa and Dr. Kuntpong Woraratpanya, 
who garnered substantial support from IEEE-CIS members across the three King Mongkut’s  
institutions (3K’s). They currently serve as the organizing committee for both of our co-located 
conferences. Dr. Kitsuchart Pasupa serves as the Program Chair for ICITEE, while Dr. Kuntpong  
Woraratpanya is an Advisory Board member for ICITEE and the Chair for JSCI. Over time, 
our Chapter’s membership has transcended the boundaries of the 3K’s, now encompassing  
participants from all corners of the nation.

Our Chapter embarked on its journey by initiating the student-centric Joint Symposium  
on Computational Intelligence (JSCI) in 2016. It is with immense pride that we now  
incorporate JSCI as a distinguished special session within ICITEE 2023. Remarkably,  
JSCI has risen to prominence and now enjoys international recognition, including  
participation in JSCI. We have also secured the privilege of publishing preprints from JSCI  
on IEEE TechRxiv, with extended versions making their way to collaborative international  
conferences and extended journal papers.

Let’s maintain our connection, ensuring that you are consistently updated in the dynamic and  
ever-evolving realm of computational intelligence. We extend our heartfelt wishes for a delightful  
experience at our co-located conferences and warmly encourage you to reach out to us with 
any comments, suggestions, or requests.

Message from Chair of IEEE CIS Thailand Chapter

Phayung Meesad, IEEE CIS Thailand

Phayung Meesad
IEEE CIS Thailand Chapter Chair
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Arit Thammano,
King Mongkut’s Institute of

Technology Ladkrabang, Thailand 

Roni Irnawan,
Universitas Gadjah Mada, 

Indonesia

Message from General Co-Chairs

On behalf of the organizing committee, we are honored and delighted to welcome you to the 15th  
International Conference on Information Technology and Electrical Engineering (ICITEE 
2023) taking place on 26 – 27 October 2023 in Chiang Mai, Thailand.

ICITEE 2023 aims to strengthen the collaboration among academics, professionals and re-
searchers and provide a forum for them to discuss and exchange their research results, inno-
vative ideas, and experiences in all aspects of advanced and synergistic technologies. This 
ICITEE 2023 program will foster discussion and inspiration among participants in order to 
initiate collaboration for the advancement of our field. At this year’s conference, Prof. Dr. 
Ujjwal Maulik, Assoc. Prof. Dr. Sansanee Auephanwiriyakul, Prof. Dr. Lukito Edi Nugroho,  
Assoc. Prof. Dr. Siridech Boonsang, and Prof. Dr. Franck Leprévost will join us as keynote 
speakers to showcase advances in Information Technology and Electrical Engineering.

We are grateful for the efforts of all our keynote speakers, organizing committee  
members, technical program committee members, track chairs, session chairs, student  
volunteers, authors and presenters for their contributions to a successful ICITEE 2023.  
Lastly, we wish you all a productive and enjoyable conference experience. We hope that  
you will have a wonderful time at ICITEE 2023.

Arit Thammano, King Mongkut’s Institute of Technology Ladkrabang, Thailand
Roni Irnawan, Universitas Gadjah Mada, Indonesia
General Co-Chairs
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Message from Technical Program Co-Chairs

On behalf of the Technical Program Committee, it is a great honour to extend a warm  
welcome to all participants of the 15th International Conference on Information Technology  
and Electrical Engineering (ICITEE 2023) in the enchanting city of Chiang Mai, Thailand.  
Although our original plan was to convene for ICITEE 2021 in Chiang Mai, the persistent  
challenges posed by the COVID-19 pandemic thwarted our intentions. Consequently,  
we turned to virtual gatherings for three consecutive years since the pandemic’s onset. It 
brings us immense joy to announce that ICITEE 2023 marks our return to an in-person format. 

This year, we are thrilled to have received 111 papers authored by 335 scholars from 19 different  
countries. Following a rigorous double-blind review process, with no fewer than three  
reviewers assessing each submission, our dedicated team, in collaboration with the track  
chairs, has accepted 67 papers. This impressive acceptance rate of 60.4% has paved  
the way for an intellectually stimulating program at ICITEE 2023. Our two-day event  
will include five keynote presentations and 12 parallel oral sessions, which will feature  
two special sessions: the 14th Joint Symposium on Computational Intelligence (JSCI14) and 
Business Management and Informatics.

We wish to express our heartfelt gratitude to all the track chairs: Dr. Somying Thainimit,  
Dr. Praphan Pavarangkoon, Dr. Nat Dilokthanakul, Dr. Jonglak Pahasa, Dr. Dzuhri Radityo  
Utomo, Dr. Ridwan Wicaksono, and Dr. Yohan Fajar Sidik. Their invaluable contributions  
to the review process have been instrumental in shaping this year’s conference. We  
also extend our thanks to Dr. Kuntpong Woraratpanya and Dr. Singha Chaveesuk for  
their exceptional efforts in organizing the special sessions. Our appreciation goes out to  
the entire Program Committee and our reviewers, whose insightful and constructive  
feedback has greatly enhanced the quality of the papers presented.

Furthermore, we extend our gratitude to all participants, authors, and members of the  
organizing committee for their unwavering dedication, which has been pivotal in making  
ICITEE 2023 a successful event. Lastly, we would like to express our sincere appreciation  
to IEEE for their support in facilitating the publication of our conference proceedings.

We look forward to an enriching and memorable ICITEE 2023, where knowledge and  
collaboration will flourish in the vibrant setting of Chiang Mai. Welcome, and let  
us embark on this academic journey together.

Kitsuchart Pasupa,
King Mongkut’s Institute of

Technology Ladkrabang, Thailand

Syukron Abu Ishaq Alfarozi,
Universitas Gadjah Mada, Indonesia

Kitsuchart Pasupa, King Mongkut’s Institute of Technology Ladkrabang, Thailand
Syukron Abu Ishaq Alfarozi, Universitas Gadjah Mada, Indonesia
Program Co-Chairs
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PROGRAM SCHEDULE
Program at a glance

Time (UTC+07:00) Sessions
08.30 - 09.00 Registration
09.00 - 09.30 Opening Ceremony
09.30 - 10.15 Plenary Session I
10.15 - 10.30 Coffee break
10.30 - 11.15 Plenary Session II
11.15 - 12.00 Plenary Session III
12.00 - 13.00 Lunch Break
13.00 - 15.00 Oral Session I
15.00 - 15.15 Coffee break
15.15 - 18.15 Oral Session II
18.30 - 20.30 Conference Banquet

Time (UTC+07:00) Sessions 
09.00 - 09.30 Registration
09.30 - 10.15 Plenary Session IV
10.15 - 10.30 Coffee break
10.30 - 11.15 Plenary Session V
11.15 - 11.45 Commitee meeting
11.45 - 12.45 Lunch Break
12.45 - 14.45 Oral Session III
14.45 - 15.00 Coffee break
15.00 - 16.40 Oral Session IV

26th October

27th October
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Thursday 26th October 2023

Time Program: Thursday 26th October 2023 
08:30 ‐ 09:00 Registration Grand Ballroom
09:00 ‐ 09:30 Opening Ceremony Grand Ballroom

09:30 ‐ 10:15

Plenary Session I
Keynote Speaker: Assoc. Prof. Dr. Sansanee  
Auephanwiriyakul
Title: Computational intelligence in biomedical  
engineering

Grand Ballroom

10:15 ‐ 10:30 Coffee break Coffee Break 
Area

10:30 ‐ 11:15

Plenary Session II 
Keynote Speaker: Assoc. Prof. Dr. Siridech Boonsang
Title: Generative AI for industrial manufacturing  
applications

Grand Ballroom

11:15 ‐ 12:00

Plenary Session III
Keynote Speaker: Dr. Lukito Edi Nugroho
Title:  Smart cities in developing countries: How far can 
they be made smarter?

Grand Ballroom

12:00 ‐ 13:00 Lunch Break Favola Extension 
Room

13:00 ‐ 15:00

AIML‐1: Artificial Intelligence & Machine Learning 1 Grand Ballroom
AIML‐2: Artificial Intelligence & Machine Learning 2 Passage Room

PS‐1: Power Systems 1 Expedition 
Room

15:00 ‐ 15:15 Coffee break Coffee Break 
Area

15:15 ‐ 17:35
AIML‐3: Artificial Intelligence & Machine Learning 3 Grand Ballroom

CNT‐1: Communication & Network Technologies 1 Expedition 
Room

15:15 ‐ 18:15 JSCI: Joint Symposium on Computational Intelligence Passage Room
18:30 ‐ 20:30 Conference Banquet Suthep Hall 3

TECHNICAL PROGRAM
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Friday 27th October 2023

 Program: Friday 27th October 2023
09:00 - 09:30 Registration Grand Ballroom

09:30 - 10:15

Plenary Session IV
Keynote Speaker: Prof. Dr. Ujjwal Maulik
Title: Current trend and future challenges of artificial in-
telligence and data sciences

Grand Ballroom

10:15 - 10:30 Coffee break Coffee Break 
Area

10:30 - 11:15

Plenary Session V
Keynote Speaker: Prof. Dr. Franck Leprevost
Title: Convolutional neural networks at image recogni-
tion tasks: Assessing the risks

Grand Ballroom

11:15 - 11:45 Committee Meeting  Passage Room

11:45 - 12:45 Lunch Break Favola Exten-
sion Room

12:45 - 14:45

AIML-4: Artificial Intelligence & Machine Learning 4 Grand Ballroom
IT: Information Technology Passage Room

CNT-2: Communication & Network Technologies 2 Expedition 
Room

14:45 - 15:00 Coffee break Coffee Break 
Area

15:00 - 16:40

AIML-5: Artificial Intelligence & Machine Learning 5 Grand Ballroom
BMI: Business Management and Informatics Passage Room

PS-2: Power Systems 2 Expedition 
Room
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FLOOR PLAN

Grand Ballroom

Passage & Expedition Room

FLOOR PLAN 
BREAKOUT ROOMS, FLOOR 03

Screen

Screen Sc
re

en

EExxppeeddiittiioonn

PPaassssaaggee EExxccuurrssiioonn

CCllaassssrroooomm  2200  SSeeaattss

TThheeaatteerr  5500  SSeeaattss TThheeaatteerr  5500  SSeeaattss
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PLENARY SESSIONS

Prof. Dr. Ujjwal Maulik

Department of Computer Science and Engineering  
Jadavpur University, India

Topic : Current Trend and Future Challenges of  
Artificial Intelligence and Data Sciences

Abstract :
In this lecture first we will describe current trends in Artificial Intelligence (AI) and Data  
Science (DS).

Supervised and unsupervised pattern classifcation are important Machine Learning (ML)
techniques which are integral part of AI. Supervised pattern classification methods usetrain-
ing samples for classify the unlabelled data along with cross validation. On the other hand, 
unsupervised classification partitions the data points into homogeneous groups based on 
some similarity/dissimilarity metric.

Deep Learning (DL) is a popular ML technique that help feature engineering as well  
as classification. DL have wide range of applications. We will demonstrate how Deep  
Learning Techniques can be used efficiently for Intelligence Autonomous Car as well as  
for healthcare applications. In addition to DL, we will demonstrate the importance  
of using Graph neural network (GNN). While DL has been used very successfully for  
image analysis, GNN are being used extensively for unstructured datasets including  
biological datasets available in the form of graphs containing the interaction between  
genes, drugs, diseases etc. The importance of explainable AI will be demonstrated.

The second part of the lecture will be focused on the issues and challenges in data science. 
How CPU speed, complexity of algorithms, architecture all are important for the analysis  
of complex as well as big data will be described.

Finally the benefits and risk of applying sophisticated AI techniques will be presented.  The current  
challenges and future of AI research will also be discussed.

Biography :
Dr. Ujjwal Maulik is a Professor in the Department of Computer Science and Engineering, Jadavpur  
University since 2004. He was also the former Head of the same Department. He also  
held the position of the Principal in charge and the Head of the Dept. of Computer  
Science and Engineering, Kalyani Government Engineering College. Dr. Maulik  
has worked in many universities and research laboratories around the world as  
visiting Professor/ Scientist including Los Alamos National Lab., USA in 1997, Univ. of New  
South Wales, Australia in 1999, Univ. of Texas at Arlington, USA in 2001, Univ. of  
Maryland at Baltimore County, USA in 2004,  Fraunhofer Institute for Autonome  
Intelligent Systems, St. Augustin, Germany in 2005, Tsinghua Univ., China in 2007,  
Sapienza Univ., Rome, Italy in 2008, Univ. of Heidelberg, Germany in 2009, German Cancer  
Research Center (DKFZ), Germany in 2010, 2011 and 2012, Grenoble INP, France in 2010,  
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2013 and 2016, University of Warsaw in 2013 and 2019, University of Padova, Italy in 2014 and  
2016, Corvinus University, Budapest, Hungary in 2015 and 2016,  University of Ljubljana,  
Slovenia in 2015 and 2017, International Center for Theoretical Physics (ICTP), Trieste,  
Italy in 2014, 2017 and 2018. He was the recipient of the Alexander von Humboldt  
Fellowship during 2010, 2011 and 2012 and Senior Associate of ICTP, Italy during  
2012-2018. He is the Fellow of Indian National Academy of Engineers (INAE), India,  
National Academy of Science India (NASI), India, International Association for  
Pattern Recognition (IAPR), USA, The Institute of Electrical and Electronics Engineers  
(IEEE), USA and Asia-Pacific Artificial Intelligence Association (AAIA), Singapore. He is  
also the Distinguished Member of the ACM. He is a Distinguished Speaker of IEEE as well as 
ACM.

His research interests include  Machine Learning, Pattern Analysis, Data Science,  
Bioinformatics, Multi-objective Optimization, Social Networking, IoT and Autonomous  
Car. In these areas he has published ten books, more than four hundred papers,  
mentoring several start-ups, filed several patents and already guided twenty five  
doctoral students. His other interests include outdoor Sports and Classical Music.
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Abstract : 
Computational Intelligence (CI) relies on and combines several algorithms in fuzzy  
systems, neural networks, evolutionary computation, swarm intelligence, fractals, chaos  
theory, artificial immune systems, wavelets, etc., to produce an algorithm that is  
intelligent somehow. CI has been utilized in many applications for several years. One  
of the areas that CI has an impact on is the area of biomedical engineering, e.g., medical  
image processing, medical signal processing and biometrics. One of the CI tools used in  
those mentioned application is classification or sometimes called decision making. The  
major area in the classification is to develop a classifier, including, feature generation and  
selection. In this talk, feature generation methods and classifier methods based on the CI  
will be presented. We also show those methods on real application, including, medical  
image diagnosis, medical signal diagnosis, and data analysis in health care system.

Biography :    
Sansanee Auephanwiriyakul (S’98–M’01) received the B.Eng. (Hons.) degree in electrical  
engineering from the Chiang Mai University, Thailand (1993), the M.S. degree in  
electrical and computer engineering and Ph.D. degree in computer engineering and  
computer science, both from the University of Missouri, Columbia, in 1996, and 2000,  
respectively. After receiving her Ph.D. degree, she worked as a post-doctoral fellow at  
the Computational Intelligence Laboratory, University of Missouri-Columbia. She is 
currently an Associate Professor in the Department of Computer Engineering and  
 a deputy director of the Biomedical Engineering Institute, Chiang Mai University, Thailand.

Dr. Auephanwiriyakul is a senior member of the Institute of Electrical and Electronics Engineers  
(IEEE). She is an Associate Editor of the IEEE Transactions on Fuzzy System, the IEEE Transactions  
on Neural Networks and Learning Systems, IEEE Computational Intelligence Magazine, IEEE  
Transactions on Artificial Intelligence, Engineering Applications of Artificial Intelligence,  
and ECTI Transactions on Computer and Information Technology. She was a general  
chair of the IEEE International Conference on Computational Intelligence  
in Bioinformatics and Computational Biology (CIBCB 2016). She will be a general  
chair of the IEEE World Congress on Computational Intelligence (WCCI) 2024  
(IEEE International Conference on Fuzzy Systems 2024). She was a Technical Program  
Chair, Organizing Committee in several major conferences including the IEEE  
International, Conference Fuzzy Systems. She is also a member of several important IEEE  
CIS technical committees. 

Assoc. Prof. Dr. Sansanee Auephanwiriyakul

Computer Engineering Department, Faculty of  
Engineering, Biomedical Engineering Institute,  
Chiang Mai University, Thailand

Topic : Computational Intelligence in Biomedical  
Engineering
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Abstract :
Smart cities are often associated with the application of ICT in solving city problems. Their  
“smartness” is used to improve the quality of life of the citizens. However, this is not the 
case in many cities/regions, especially in developing countries. They have been deploying  
numerous ICT systems, however, life quality indicators do not improve as expected.

From our experiences in assisting cities/regions in Indonesia in transforming themselves  
to smart cities, we understand that ICT is not the only factor that determines the success.  
It appears that innovations in crafting solutions of city problems are more predominant  
than ICT itself. We also learn that a smart city initiative has to be carried out in a holistic  
perspective and cannot focus on ICT alone. After all, our experiences lead to an  
understanding that smart city implementation in developing countries takes a different  
direction compared to that of developed countries.

This talk focuses on smart city development from the perspective of cities/regions  
in developing countries. First we discuss the adjustment of smart city concepts  
to suit the characteristics of cities/regions in developing countries. We also discuss  
how innovations, not ICT, becomes a better smart city accelerator and how they  
can be aligned with city’s development plans. Finally we explain some research  
directions that can help cities/regions in developing countries solve their problems  
and improve citizen’s quality of life using smart approaches.

Biography :
Dr. Lukito Edi Nugroho is a Professor at the Department of Electrical and  
Information Engineering, Faculty of Engineering, Universitas Gadjah Mada (UGM).  
He obtained his Engineer degree from UGM, M.Sc. from James Cook University, and  
Ph.D. from Monash University. His research interests include pervasive and mobile  
computing, and ICT in education and city/region development.

In recent years, Professor Nugroho has done extensive work on e-governments and smart  
cities. In 2007, he designed a concentration in our Master of Information  
Technology program with the focus on e-government implementation in central 
and local government institutions. Since then, not only has he been carrying  
out research on benefitting city/region development by the use of technology,  
but also evaluating Indonesian cities' and regions' performance in their smart city 
initiatives and assisting them to develop their smart city development master  
plan. These works are done within the umbrella of Indonesia's National Smart  
City Movement initiated by the Ministry of Communication and Information Technology.  
Professor Nugroho has supervised more than 40 PhD and 150 master students, about  
half of his master students took a thesis topic on e-government or smart city fields.

Department of Electrical Engineering and Information  
Technology, Faculty of Engineering, Universitas Gadjah 
Mada, Indonesia

Topic : Smart cities in developing countries: how far 
can they be made smarter?

Dr. Lukito Edi Nugroho
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Assoc. Prof. Dr. Siridech Boonsang

School of Information Technology, King Mongkut’s 
Institute of Technology Ladkrabang, Thailand

Topic : Generative AI for industrial manufacturing  
applications

Abstract : 
This work explores the application of generative models in industrial manufacturing,  
specifically in the context of creating synthetic images. The use of generative models to  
generate synthetic images has gained traction in various industries, including the  
automobile and manufacturing sectors. In the automobile industry, the Latent Diffusion  
Model (LDM) in combination with fine tuning techniques has been proposed as an  
approach to generate automobile images based on text input. However, limited datasets 
can lead to overfitting, and fine tuning is used to pre-train the model to handle smaller scale 
datasets. The synthetic images are generated based on conditional input, such as the brand, 
color, location, and automobile position. In industrial manufacturing, the development of  
automated surface inspection systems requires a large amount of representative product 
image data. However, obtaining such data, especially with defects that reflect real-world 
scenarios, can be challenging, resulting in difficulties in developing robust detection  
algorithms. Generative models can be utilized to create synthetic datasets that contain 
product images augmented with defects. These datasets provide images with a variety of 
defective shapes and positions over the surface, reflecting what would occur over longer 
production periods. In conclusion, the use of generative models has become essential in 
creating synthetic images in several industries, including industrial manufacturing. The 
LDM and fine-tuning techniques can be used to generate automobile images based on text  
input, while synthetically generated datasets with defects can help in the development of 
automated surface inspection systems. 

Biography :
Dr. Siridech Boonsang is the current Dean of the School of Information Technology at King  
Mongkut’s Institute of Technology Ladkrabang (KMITL). He was born in Thailand and has 
an impressive educational background, having earned his Bachelor’s degree in Electrical  
Engineering with Second Class Honours from KMITL in 1994. Dr. Boonsang then went on to 
pursue his Master’s degree in Electrical and Electronic Engineering with a specialization in 
Electronic Instrumentation System from the University of Manchester Institute of Science 
and Technology (UMIST) in 2001. He completed his Ph.D. in Instrumentation from the same 
institution in 2004.
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Dr. Boonsang is an expert in AI for Industrial Automation, Sensors and Actuators, 
and Optical and Electronic Materials. He has published numerous papers, including  
“A deep learning system for recognizing and recovering contaminated slider serial  
numbers in hard disk manufacturing processes,” “Optical and Structural Properties of  
Insoluble and Flexible Biodegradable Regenerated Silk Films for Optically Transparent 
Hydrophilic Coating of Medical Devices,” and “Evaluation of Micro- and Nano-Bismuth(III)  
Oxide Coated Fabric for Environmentally Friendly X-Ray Shielding Materials.” 

In his current role as the Dean of the School of Information Technology at KMITL,  
Dr. Boonsang is responsible for overseeing the academic programs and research activities 
of the school. He is known for his dedication to promoting excellence in education and  
research and for his commitment to fostering innovation and creativity among his students 
and school members.
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Prof. Dr. Franck Leprévost

University of Luxembourg, Luxembourg

Topic : Convolutional Neural Networks at Image  
Recognition Tasks: Assessing the Risks.
 

Abstract :
An image is claimed to be worth 1000 words. Today’s digital society is surely contributing to  
this belief, as our environment seems more and more driven by images. Images are  
used in social media to witness the evolution of people’s life: Images show the new  
girlfriend or boyfriend (and sometimes the banned ex), the holidays spent here or there,  
with whom, ding what, eating what, enjoying what, seeing what. Images on Facebook,  
Instagram and others represent whose family member is suffering from which disease  
and since how long, etc. But images are also used for a large and increasing series  
of applications, that may either ease or complexify people’s life: self-driving cars, 
face recognition, security access, medical diagnosis, satellite vision, robotisation  
and automation of processes, automatic language translation, etc.

Due to the profusion of images and of their usage, technologies have been developed to  
process them automatically, starting with the creation of processes able to sort images  
according to what they represent.

At this task, Convolutional Neural Networks (CNNs) are among the most widely used  
and developed technologies.

However, CNNs are not immune against mistakes. In fact, adversarial images may be  
purposely designed by so-called attacks to deceive CNNs at image recognition and 
classification. Attacks can contribute to protect privacy issues and to limit people’s tracking.  
Attacks can have catastrophic consequences, e.g. for self-driving cars or CNN’s based  
medical diagnosis. In this talk, we shall describe the typology of attacks, the scenarios  
they follow, and the challenges they face. We shall give an overview of some 
of the most recent attacks used to create adversarial images. These attacks  
provide convincing evidence supporting (for good or bad) the following outcome: Even  
denoting the very fact that an attack occurred at all may, in future, become increasingly 
highly problematic. 

Biography : 
Born in 1965, Franck Leprévost is a French mathematician and computer scientist. He is  
professor at the University of Luxembourg since 2003, and was its Vice-President  
from 2005 until 2015. Before joining the University of Luxembourg, he held academic  
positions in France (CNRS Paris, University Joseph Fourier Grenoble), and in Germany  
(Max Planck-Institut für Mathematik Bonn, Technische Universität Berlin). He holds a  
PhD and a Habilitation in Matematics. He was researcher or visiting professor at  
many universities and research institutions (Max Planck-Institut für Mathematik Bonn,  
Technische Universität Berlin, Peter the Great Saint Petersburg Polytechnic University,  
South Ural State University, Warsaw University of Technolgy, Cardinal Wyszynski  
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University, Kiev Polytechnic Institute, Shanghai Normal University, etc.). He was recipient  
of the Alexander von Humboldt Fellowship. He was member of the board of directors  
or member of the scientific council of private and public entities (ATTF, CEPS, FNR,  
Luxtrust S.A., Unica, etc.).

His scientific interests include algorithmic number theory, mathematics of cryptology,  
convolutional neural networks, deep learning, artificial intelligence and evolutionary  
algorithms on the one hand, and the management of higher education and research  
organizations, international rankings and the civilizational role of universities on the  
other hand. Professor Leprévost has contributed to the worldwide standardization 
 process of public-key algorithms (IEEE-P1363). He published eight scientific books,  
including three tutorials used by students in several universities in Europe and  
beyond, and a reference book about international university rankings. He is the  
author of about 70 scientific articles in international peer-reviewed journals,  
essentially in pure mathematics and in computer science. His reports for the  
European Parliament, in particular his contribution to the report on the Echelon  
network, have had a substantial technical and legal impact in most European  
countries.

Professor Leprévost has also publicly expressed his concerns about the risks of decline  
that face Western universities, the dangers of wokism within these same universities, 
 and the actions to be taken to fight this ideology. He currently Professor Leprévost’s  
expertise in the field of higher education and research as well as his managerial  
skills are frequently solicited by organizations, governments, and companies worldwide.  
In addition to his scientific and management activties, Franck Leprévost is a  
writer and an art collector. His publications are on www.franckleprevost.com
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Automated Extraction of Sediment Core and Scale
Segments from Core Scanner Images
1st Szilárd Zsolt Fazekas

Graduate School of Engineering Science
Akita University

Akita, Japan
szilard.fazekas@ie.aita-u.ac.jp

2nd Sho Isawa
Graduate School of International Resource Sciences

Akita University
Akita, Japan

s1020203@s.akita-u.ac.jp

3rd Stephen Obrochta
Graduate School of International Resource Sciences

Akita University
Akita, Japan

obrochta@gipc.akita-u.ac.jp

Abstract—In this paper we report on semantic segmentation
of images of sediment cores obtained from core scanners. Such
images usually encompass several objects beyond the essential
parts showing the core itself and the measuring scale (typically
a ruler or some sort of tape measure), which might be necessary
for imaging or physically holding the material, but are irrelevant
for the analysis of cores. Moreover, such objects are obstacles to
analyzing cores in an automated manner by image processing
or deep learning methods. As part of development of a toolkit
for automated analysis of sediment cores, we show that the
essential parts of the images - core itself and scale reference
- can be extracted with high accuracy, using well-established
convolutional architectures for semantic segmentation, such as
Unet.

Index Terms—semantic segmentation, deep learning, core
images

I. INTRODUCTION

Drilling and coring below the surface of the earth is a
common technique in geological fields. Material retrieved in
this fashion is typically cylindrical in shape, with a width
generally < 20 cm but a length of up to several tens of
meters. For practical purposes, a single, long “core” is often
cut into several shorter “sections” that are usually between
1 and 2 meters in length. Sections may be analyzed using a
variety of geophysical sensors to determine properties such
as susceptibility to magnetic fields, velocity of seismic waves
through the section, and emission of natural gamma rays.
These analyses provide non-destructive information on the
mineralogy and lithology of the recovered material.

In the case of soft sediment cores, the sections are then
split lengthwise into two nominally identical halves. The
split surface of one half is then photographed, described,
and reserved for non-destructive analyses. The other half
is subsampled for further sedimentological and geochemical
analysis and is often completely consumed. These halves are
referred as “archive” and “working”, respectively.

Common non-destructive analyses performed on the split
surface of the archive half includes X-Ray fluorescence
(XRF) and color measurement, both of which record valu-
able paleoenvironmental information. Discrete color mea-

surements using a spectrophotometer are common but time-
consuming if high-resolution data are desired. Furthermore,
the sensor is typically 1 cm wide, meaning sub-centimeter
data cannot be obtained and values are averaged over the
width of the sensor. Therefore, more recent work has ex-
tracted color information directly from the sediment core
image. For example, Obrochta et al. [2] used this technique
in sediments from the North Atlantic Ocean to align sed-
iment cores from adjacent boreholes because the lightness
(L* parameter of the LAB color space) of sediment in
this environment is related to climate, with light colored
sediment accumulating during warm periods and dark colored
produced during cold periods. Fazekas et al. [5] later used
these same images to train a neural network to identify
areas of post-depositional color artifacts, such as cracks and
burrows created by seafloor biota.

Obrochta et al. [6] further used color values combined
with millimeter-scale XRF measurements on sediment cores
extracted from a Lake proximal to Mt. Fuji in Japan. Using
these non-destructive measurements, ash layers produced
by the volcano were successfully identified based on their
color and unique elemental composition. However, com-
bining color data from sediment core images with other
high-resolution data generated from that same sediment core
requires careful consideration. First of all, image parallax
is common in photographs of long sediment cores because
the distance from a lens positioned in the center of the core
increases towards the ends. Either a distortion-free imaging
method is required, or an accurate parallax correction must
be applied.

The next issue is the motivation for this work. Sediment
core data is relative to the distance (typically in centimeters)
from the “core top”, but image color data is referenced to
pixel number. A distortion-free image, as discussed above,
would have an equivalent number of pixels per unit down-
core distance at all locations in the image, allowing for a
simple and linear conversion to distance units. However, the
image must be 1) accurately cropped to the top and bottom
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Fig. 1. Core scanner output with actual core (yellow rectangle) and scale
(green rectangle).

of a sediment core of 2) precisely known length. Currently
this is manually performed, tedious, and error prone because
large-scale coring projects produce hundreds of images.

Here, we present an automated means for precise seg-
mentation of sediment core images using both computer
vision techniques and convolutional deep neural networks.
Extraction of only the sediment core from the field of view
will allow more efficient conversion of pixel number to
distance, and isolation of just the scalebar is a first step
toward determining core length from the image directly. This
work is, to our knowledge, the first to use either a neural
network or computer vision for automated segmentation
of core scanner images. Previously, the only segmentation
option was manual cropping. Fig. 1 shows a part of a typical
core scan output with the parts we wish to extract marked.

II. METHODS

A. Preliminary analysis without machine learning

An image of the exact scalebar visible in the core pho-
tograph is used as a template. Speeded Up Robust Features
(SURF) is an efficient and robust local feature detector and
descriptor algorithm used in computer vision. Inspired by
the Scale-Invariant Feature Transform (SIFT) but designed
for speed and efficiency, SURF detects interest points in an
image using a fast Hessian detector and creates descriptors
robust to changes in rotation and scale. The algorithm,
proposed by Herbert Bay, Tinne Tuytelaars, and Luc Van
Gool in 2006, is notable for its speed and robustness to
various image transformations, making it useful for tasks like
object recognition and image matching [1]. SURF points are
detected, extracted, and matched in both the scalebar (Fig.3)

Fig. 2. Flow of scalebar detection with image processing methods for fixed
scalebar type.

template and the core photograph. From the matched SURF
points the 2D similarity geometric transformation matrix is
obtained. Due to inevitable differential rotation and skew
between the matched features in the image and template, the
transformation matrix is relative to the template and must
be inverted. Then it may be used to get the exact pixel
dimensions of the leading edge of the scalebar. This defines
the core top. Next, we designed and produced a feature-
rich target, the block with "秋田大学" (Akita University)
text, that slides along the rails that support the core during
photography. The target is placed at the bottom of the core,
and its location in the image determined using the same
method as for the scale bar.

Using the indices of the scalebar and the core-bottom
target allows segmentation of the scalebar and the sediment
core. Next, the segmented scalebar is feature matched to
an identical scalebar that is 1) of known length with 2) a
consistent number of pixels per unit distance and is 3) longer
than the scalebar in the image. A geometric transformation
is obtained and applied to the image referencing the 2D
world coordinates of the template. Out of range fill values
are specified as black. After image transformation, the length
of the core in the image is obtained from the number of non-
black pixels in any particular row of pixels (see Fig. 2 for
summary of the method).

There are several caveats to this approach. First of all,
the scalebar template must be identical to the scalebar in
the image. This method also requires that the core-bottom
target be present, properly placed, and also identical to the
template. This limits our present method to images obtained
with very specific conditions and equipment. Furthermore,
calculation of the geometric transformation depends highly
on the maximum allowed distance between matched SURF
points. If the maximum distance is too low, computation fails,
and slight changes in the maximum distance results in slight
changes in pixel locations. This can be partially alleviated
by attempting to maximize the structural similarity index
between the segmented image and template, particularly for
segmentation of the scale and the core because we expect
the elements extracted from the image to be identical to
their respective templates. However, because length esti-
mation intrinsically requires the template to be dissimilar
(i.e., longer) than the corresponding feature in the image,
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Fig. 1. Core scanner output with actual core (yellow rectangle) and scale
(green rectangle).

of a sediment core of 2) precisely known length. Currently
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large-scale coring projects produce hundreds of images.

Here, we present an automated means for precise seg-
mentation of sediment core images using both computer
vision techniques and convolutional deep neural networks.
Extraction of only the sediment core from the field of view
will allow more efficient conversion of pixel number to
distance, and isolation of just the scalebar is a first step
toward determining core length from the image directly. This
work is, to our knowledge, the first to use either a neural
network or computer vision for automated segmentation
of core scanner images. Previously, the only segmentation
option was manual cropping. Fig. 1 shows a part of a typical
core scan output with the parts we wish to extract marked.

II. METHODS

A. Preliminary analysis without machine learning

An image of the exact scalebar visible in the core pho-
tograph is used as a template. Speeded Up Robust Features
(SURF) is an efficient and robust local feature detector and
descriptor algorithm used in computer vision. Inspired by
the Scale-Invariant Feature Transform (SIFT) but designed
for speed and efficiency, SURF detects interest points in an
image using a fast Hessian detector and creates descriptors
robust to changes in rotation and scale. The algorithm,
proposed by Herbert Bay, Tinne Tuytelaars, and Luc Van
Gool in 2006, is notable for its speed and robustness to
various image transformations, making it useful for tasks like
object recognition and image matching [1]. SURF points are
detected, extracted, and matched in both the scalebar (Fig.3)

Fig. 2. Flow of scalebar detection with image processing methods for fixed
scalebar type.

template and the core photograph. From the matched SURF
points the 2D similarity geometric transformation matrix is
obtained. Due to inevitable differential rotation and skew
between the matched features in the image and template, the
transformation matrix is relative to the template and must
be inverted. Then it may be used to get the exact pixel
dimensions of the leading edge of the scalebar. This defines
the core top. Next, we designed and produced a feature-
rich target, the block with "秋田大学" (Akita University)
text, that slides along the rails that support the core during
photography. The target is placed at the bottom of the core,
and its location in the image determined using the same
method as for the scale bar.

Using the indices of the scalebar and the core-bottom
target allows segmentation of the scalebar and the sediment
core. Next, the segmented scalebar is feature matched to
an identical scalebar that is 1) of known length with 2) a
consistent number of pixels per unit distance and is 3) longer
than the scalebar in the image. A geometric transformation
is obtained and applied to the image referencing the 2D
world coordinates of the template. Out of range fill values
are specified as black. After image transformation, the length
of the core in the image is obtained from the number of non-
black pixels in any particular row of pixels (see Fig. 2 for
summary of the method).

There are several caveats to this approach. First of all,
the scalebar template must be identical to the scalebar in
the image. This method also requires that the core-bottom
target be present, properly placed, and also identical to the
template. This limits our present method to images obtained
with very specific conditions and equipment. Furthermore,
calculation of the geometric transformation depends highly
on the maximum allowed distance between matched SURF
points. If the maximum distance is too low, computation fails,
and slight changes in the maximum distance results in slight
changes in pixel locations. This can be partially alleviated
by attempting to maximize the structural similarity index
between the segmented image and template, particularly for
segmentation of the scale and the core because we expect
the elements extracted from the image to be identical to
their respective templates. However, because length esti-
mation intrinsically requires the template to be dissimilar
(i.e., longer) than the corresponding feature in the image,

structural similarity indices are relatively low, complicating
determination of the “best” result.

Due to the above it is clear that we need to develop
more sophisticated methods for extracting the essential parts
of the images. Ideally those methods would be robust to
changes in imaging equipment and sediment types. With the
immense advances of the last decade in machine learning
in general and semantic segmentation in particular, this task
seems like a perfect candidate for segmentation using deep
neural networks.

B. Deep learning architecture for segmentation
The U-Net architecture, first introduced by Ronneberger

et al. in their 2015 paper "U-Net: Convolutional Networks
for Biomedical Image Segmentation" [3], has significantly
influenced the field of image segmentation, particularly in
the realm of biomedical imaging. With its unique ’U’ shaped
architecture that includes a contracting path (encoder) to
capture context and a symmetric expanding path (decoder)
that enables precise localization, U-Net has achieved state-of-
the-art performance in many biomedical image segmentation
tasks, such as cell tracking and neuron segmentation in
electron microscopy images.

While U-Net’s initial development and application focused
on biomedical imaging, the model’s success has resulted in
its widespread adoption across a variety of fields within
the natural sciences. For example, it has been applied in
environmental science for segmenting remote sensing data
and detecting specific land cover types [4]. In earth sciences,
U-Net has been used to identify and map geological features
like faults and fractures in subsurface datasets [7].

U-Net’s success can be attributed to several factors. First,
it is capable of learning from a relatively small amount
of labeled data, which is often a limiting factor in natural
science applications. Second, its architecture facilitates the
combination of high-level, context-rich information from the
contracting path with localized, detailed information from the
expanding path, enabling the model to handle the complexity
and variability of natural science images. Finally, U-Net can
be adapted to different tasks and datasets with relative ease,
making it a versatile tool for image segmentation across the
natural sciences.

For both tasks presented here, extracting core and scale,
respectively, we used Unet architectures with an encoder
depth 6 and input image size 384 × 256. A smaller Unet
with encoder depth 2, as seen in Fig. 4, shows the layers
composing the network.

The experiments were run on a desktop PC with Intel
12900 CPU, 32 GB of RAM and an NVidia 3090 Ti. The
synthetic data set described later for scale extraction was
generated with Python code. Training the neural networks
and evaluating them was done in Matlab 2023a. All the code
is available at the third author’s Github repository [10].

III. DATA SETS

A. Core images
Images were primarily obtained from the International

Ocean Discovery Program (IODP) database and were

cropped by IODP technicians. The IODP Gulf Coast Reposi-
tory provided 947 images that were scanned aboard the drill-
ship JOIDES Resolution during Expeditions 317, 329, 340,
and 341. An additional set of 663 images from Expedition
347 was captured at the Bremen Core Repository and used
in this study [8], [9]. We then used the pairs of cropped
and uncropped images to create two alpha (transparency)
channels, one with only the scalebar visible and one with
the core and scalebar visible. This was done by using the
cropped image as a template and matching features (SURF)
between the uncropped image and the cropped template re-
extract the region on interest. The 2D reference was the world
coordinates of the image. Pixels not contained in the template
were given fill values of 0 (black). Non-black pixels were
assigned a value of 255 and the matrix was saved as an 8-bit
image. Pixels with a value of 255 are fully transparent and
pixels with a value of 0 are fully opaque.

B. Synthetic images for scale segmentation
The segmentation model for extracting scale was trained

on two data sets consecutively, a synthetic one described
below and a manually segmented set of real-world core
images obtained from the data mentioned in the previous
subsection.

First, a synthetic dataset was created, generating images of
tape measures with varying lengths and orientations. These
images are designed to serve as a foundation for training and
testing machine learning models to recognize tape measures
in real-world photographs.

To begin, each image was generated programmatically
using Python’s PIL library, which allowed for precise control
over the appearance of the tape measure. We utilized a
drawing canvas sized to accommodate a diagonal placement
of the tape measure, facilitating rotation without loss of data
at the corners.

Tape measure lengths were randomized between 5 and 30
centimeters (to fit in the random background images main-
taining legibility at the used resolution of 384 × 256), with
the starting point anywhere from 0 to 15 centimeters on the
tape measure. Each centimeter was further subdivided into
millimeter markings, with every fifth millimeter emphasized
with a longer mark and each centimeter labeled with its
numerical value. The DejaVu Sans font, commonly available
on Linux systems, was used for the text labels.

To introduce variety, the images were randomly rotated
between 0 and 60 degrees, with the PIL library’s rotate
function used to maintain the image’s quality during rotation.
Subsequently, the image was cropped to the smallest possible
bounding box that still contained all non-white pixels, ensur-
ing that the tape measure took up as much of the image as
possible.

To maintain the aspect ratio and avoid skewing, the image
was resized keeping the height constant, while adjusting the
width based on the aspect ratio of the cropped image. An-
tialiasing was applied during resizing to prevent the creation
of hard edges.

Finally, Gaussian noise was introduced to the images to
emulate real-world photographic conditions. Noise was gen-
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Fig. 3. (Top) image of a sediment core with SURF points plotted on the upper 5 cm of the scale bar and the core-bottom target. (Center) Upper 5 cm of
the scalebar and core-bottom target extracted from the image, also with matched surf points. (Bottom) Scalebar and core-bottom target templates. Lines
are connecting matched SURF points in the segmented elements and templates.

Fig. 4. Unet with encoder depth 2.

erated using numpy’s random normal distribution function,
and added to the image. Pixel values outside the standard
RGB range were clipped to maintain valid values.

The resulting images provide a diverse and realistic dataset
for developing and testing tape measure detection algorithms.
The randomization of tape measure lengths, starting points,
and angles, along with the introduction of Gaussian noise,
offers a broad range of scenarios to robustly train machine
learning models.

IV. SEGMENTATION

A. Scale extraction experiment

We utilized the previously described U-Net architecture to
perform automated segmentation on synthetic and real-life
images of scales, as summarized in Fig. 5.

Fig. 5. Training of Unet architecture for scalebar detection first with
synthetic data set and fine-tuning with real-life data.

Our approach consisted of two main phases: the initial
training phase and the fine-tuning phase. In the initial training
phase, we trained the network on the synthetic dataset of
2000 tape measure images detailed before. This dataset
served to create a generalized baseline model, with the advan-
tage of having perfect ground-truth labels for each synthetic
image. We trained the U-Net model on this synthetic dataset
for 20 epochs with the following parameters:

• stochastic gradient descent with momentum (SGDM)
optimizer;

• initial learning rate was 0.001, halved after 10 epochs;
• shuffled the training set after each epoch;
• minibatch size was 5.

The overall performance of the trained U-Net models was
evaluated using established measures for segmentation qual-
ity, accuracy and Intersection over Union (IoU) also called
Jaccard similarity index. Accuracy is a standard evaluation
metric in classification problems, providing a ratio of cor-
rectly predicted observations to the total observations. IoU is
a common metric for the quality of an image segmentation,
measuring the overlap between the predicted segmentation
and the ground truth. The model attained an IoU score of
YY, where a score of 1 would denote perfect overlap.
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Fig. 3. (Top) image of a sediment core with SURF points plotted on the upper 5 cm of the scale bar and the core-bottom target. (Center) Upper 5 cm of
the scalebar and core-bottom target extracted from the image, also with matched surf points. (Bottom) Scalebar and core-bottom target templates. Lines
are connecting matched SURF points in the segmented elements and templates.

Fig. 4. Unet with encoder depth 2.

erated using numpy’s random normal distribution function,
and added to the image. Pixel values outside the standard
RGB range were clipped to maintain valid values.

The resulting images provide a diverse and realistic dataset
for developing and testing tape measure detection algorithms.
The randomization of tape measure lengths, starting points,
and angles, along with the introduction of Gaussian noise,
offers a broad range of scenarios to robustly train machine
learning models.

IV. SEGMENTATION

A. Scale extraction experiment

We utilized the previously described U-Net architecture to
perform automated segmentation on synthetic and real-life
images of scales, as summarized in Fig. 5.

Fig. 5. Training of Unet architecture for scalebar detection first with
synthetic data set and fine-tuning with real-life data.

Our approach consisted of two main phases: the initial
training phase and the fine-tuning phase. In the initial training
phase, we trained the network on the synthetic dataset of
2000 tape measure images detailed before. This dataset
served to create a generalized baseline model, with the advan-
tage of having perfect ground-truth labels for each synthetic
image. We trained the U-Net model on this synthetic dataset
for 20 epochs with the following parameters:

• stochastic gradient descent with momentum (SGDM)
optimizer;

• initial learning rate was 0.001, halved after 10 epochs;
• shuffled the training set after each epoch;
• minibatch size was 5.

The overall performance of the trained U-Net models was
evaluated using established measures for segmentation qual-
ity, accuracy and Intersection over Union (IoU) also called
Jaccard similarity index. Accuracy is a standard evaluation
metric in classification problems, providing a ratio of cor-
rectly predicted observations to the total observations. IoU is
a common metric for the quality of an image segmentation,
measuring the overlap between the predicted segmentation
and the ground truth. The model attained an IoU score of
YY, where a score of 1 would denote perfect overlap.

Fig. 6. Testing Unet on unseen images after training only on synthetic
scale data: good (left column) and bad (right) performance on differently
generated synthetic (top row) and real-life input (bottom). The predicted
segments are colored purple.

After the 20 epochs the model hit on average 99.9%
accuracy on the batches. Although from the beginning the
plan was to further train the model on real-life images, we
were interested to see how it performs after having seen only
the synthetic data. The results were mixed, with low accuracy
and Jaccard measure, but promising results for certain test
images, as seen in Fig. 6.

After the initial training phase, the model was further fine-
tuned using 800 manually labeled real-life images of cores
with tape measures. This second phase was meant for the
model to adapt to the more complex and variable features
present in real-world data, ensuring the model’s robustness
and generalization ability in real-world applications. The
results were 95.59% accuracy on test images, with and
average IoU of 0.39. The test data set consisted of 80 images,
50 of which were real-life images from the same core data set
as the second phase training, but not included in the training
data; 30 of the test images were real-life images from a
different scanner that was developed by Obrochta et al. [6].
The IoU measured only on the first 50 images was 0.64 which
shows good performance. On the latter 30 images the model
performed poorly, not recognizing the scales, hence the drop
in IoU for the overall test set (Fig. 7).

The primary reason for the poor performance with the
images acquired with the scanner of Obrochta et al. [6]
is likely the scale position and color. The training dataset
includes dark-colored scales at either the top or bottom of
the image, but these images contain a centrally located, light-
colored scale. The cores shown in Figures 3 and 1 were
obtained using this scanner. To date, it has only been used
in a total of seven smaller-scale coring campaigns. Hence,
the number of images are currently too low to produce
a robust training dataset. However, it is scheduled to be
used for several upcoming larger campaigns, which will
significantly increase the number of images. We therefore
expect to increase the accuracy on these types of images in
future.

Fig. 7. Example output of Unet trained on synthetic and subsequently real-
life images. The images were not included in the training data, but the first
two nearly perfectly segmented images were parts of the same core scanner
output where the training data came from. The third image is from a different
data set and the model performed poorly on it.

Fig. 8. Cores together with corresponding parts of scales segmented with
very high accuracy.

B. Core+scale segmentation experiment

Here we used the same Unet architecture of encoder depth
6 as for scale detection. We trained the model from scratch
on 3220 manually labeled image patches from the data sets
mentioned in Subsection III-A. The model was trained for
50 epochs with the same options as in the case of scale
extraction. At the end of training the model reached 98%
accuracy on average on the minibatches. For testing we
selected randomly 40 core images beforehand. While training
smaller models it was apparent that the core segmentation
task is handled well by the architecture, hence the small test
data set applied here. The average IoU for the test images
was 0.86 with pixel accuracy 97%, meaning the model was
very good at recognizing unseen parts of cores whose other
parts were in the training data, as can be seen in example
outputs in Fig. 8.

We tested the core segmentation model on core images
from other scans, too. In those cases, however, the model
proved unusable, as it failed to recognize the cores consis-
tently.

V. DISCUSSION AND FUTURE WORK

These results suggest that the two-phase training strategy,
starting with synthetic images and fine-tuning on real-world
images, can effectively prepare the U-Net model for the
task of scale segmentation. It shows promise for the further
application of such techniques in natural sciences, where
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obtaining a large quantity of manually labeled data can
be challenging. However, while training on the synthetic
data set taught the model how to segment some real-life
images very well, the same image was segmented poorly
after further training on other types of real-life images (see
the contrasting results on the bottom-left in Fig. 6 and right
in Fig. 7). Future work could extend this approach to other
similar segmentation problems and investigate other means
of improving the model’s performance.

As for the cores segmentation, it looks like either larger
models or much more diverse training data are needed. On
images taken in similar conditions (same equipment, lighting)
as the training data, the model performed well, but when
exposed to other types of images, it produced no appreciable
results. Here the difficulty is that it is hard to obtain a
manually labeled data set of cores imaged under a large
number of different conditions. In follow-up work we will
try to identify a way to tune these models, too, with some
appropriate synthetic data.
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Abstract—The research and development of artificial 
intelligence (AI) techniques to enhance quality control in 
industrial equipment might face challenges due to the scarcity 
and limited privacy of actual industrial datasets. One approach 
to address this involves utilizing generative AI models that 
create synthetic data, simulating the characteristics and 
diversity found in crucial datasets. We present a methodology 
for generating synthetic datasets for industrial products such as 
bolts and screws by employing a segment-anything model and a 
stable diffusion technique for creating accurate representations. 
Furthermore, we propose the developed model by using a 
scaled-down version of DinoV2 algorithm’s vision transformer 
(ViT-small).  The self-supervised learning approach was studied 
to fine-tune the model to classify between normal- and defective 
industrial products, as well as those contaminated with dirt. By 
additional training dataset created through synthesis, we 
achieve an improvement in performance. The synthetic data 
leads to nearly perfect true positive results while completely 
eliminating false negatives. This indicates a significant 
advantage in terms of accuracy, recall, precision, specificity, and 
F1 score, all of which exceed 98%. Similarly, the model's 
predictions align perfectly with the area under the curve (AUC) 
metric. Although there is a slight performance reduction when 
dealing with up to six different class labels, the model retains 
strong capability in identifying normal products. Notably, the 
ViT-Small-based self-supervised learning model demonstrates 
superior accuracy compared to using ViT-Base, with 
considerations for dataset compatibility and model suitability. 
In conclusion, this study's contribution lies in enabling the 
deployment of the Dino V2 model for implementing quality 
control measures in industrial domains. It emphasizes the 
challenges that limited real-industrial data by leveraging 
synthetic data and innovative fine-tuning approaches, 
ultimately enhancing AI-powered for quality control processes. 

Keywords — industrial equipment, segment-anything model, 
stable diffusion, artificial intelligence, self-supervised learning, 
synthetic dataset 

I. INTRODUCTION  
Generative artificial intelligence (AI) model has the 

capacity to produce a synthetic dataset that imitates the 
characteristics of industrial datasets [1]. The outcome 
obtained by employing a proficiently trained model with an 

existing dataset aid in the generation of a novel dataset 
through synthesis. The synthetic system results in an 
expansion of dataset that is tailored to the particular objective 
of interest. Based on the previously discussed outcome, it 
becomes evident that generative AI can play a crucial role in 
addressing various challenges, such as the scarcity of data for 
AI development. This is especially advantageous for 
industries where data availability is a significant concern. [2]. 
Additional idealistic of “Segment-Anything Model”[3] 
combined with “Stable Diffusion”[4] have been proposed 
their application such as Generating data that exhibits both 
increased variability and distinctive patterns serves to enhance 
the development of deep learning models tailored for the 
classification of images related to industrial devices. This 
model can be developed by using the segment-anything 
techniques, including Device Communicator PROFINET-
IRT, Edge Essential Sequence and Anybus PROFINET to 
.NET Bridge, respectively. These techniques introduces offer 
an approach to create the synthetic dataset required, 
particularly in scenarios where the data scarcity exposed in the 
industrial sector [5]. Especially, certain industrial datasets 
remain confidential and cannot be shared due to their 
intellectual property. However, these challenges pose 
important obstacles when it comes to training a new- AI model 
related to the industrial domain. Hence, use of the generative 
AI becomes necessary to produce the synthetic dataset that 
help achieve statistical balance while upholding privacy and 
security considerations [6]. 

Self-supervised learning (SSL) is the learning the class 
labels specific to the dataset with limited human labels 
required. The feature extraction based pre-trained model is 
obtained for the further downstream task as the object 
classification that using a small amount of data training [7].  

Dino V2 classification layer is one of the popular final 
layer of the neural network model that is responsible for 
assigning input data to specific classes or categories. It takes 
the learned features from the previous layers and uses them to 
make predictions about which class the input data belongs to. 
This layer essentially enables the model to perform 
classification tasks [8]. The Dino V2 model has been study for 
its performance to any other SSL models based on training 
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with the curated datasets; ImageNet-21K (that included 
frontal chest radiographs), VDR, C14, CPT, MIM, UKA, and 
PCH, respectively. the research result showed an intermediate 
performance as an average accuracy of 76.875, standard 
deviation of 6.27. An average accuracy of fine-tuning with 
ImageNet-21K is 76.57% and standard deviation of  6.88 [9], 
suggesting feasibility to apply the Dino V2 model to classify 
the industrial equipment. 

Here, we aimed to develop the synthetic dataset for 
industrial physical products including items like bolts and 
screws by using segment-anything model in conjunction with 
stable diffusion technique; the generative AI principles. 
Furthermore, the study is to develop an AI model through fine-
tuning by using a small version of vision transformer (ViT)-
based DinoV2 algorithm. The developed classification model 
may allow us to differentiate between high-quality and 
defections from the industrial equipment parts. 

II. DATASET 

 
Fig.  1. Dataset. There are all 6-classes of real dataset and synthetic data. The 
real datasets are the normal bolt and the normal screw. The synthetics are the 
defect bolt, defect screw, dirty bolt and dirty screw, respectively.  

The dataset of real bolt and screw were captured from the 
industrial equipment parts with actual environment (Fig.  1). 
Other classes with limited sample size and their low variation 
obtained, there are needed to increase the amount of the data 
by using the generative AI techniques including of the 
segment-anything model and also the stable diffusion in order 
to create the synthetic dataset. As the result of using the 
techniques as above, there are six-classes generated including 
the normal bolt, the normal screw, the defect bolt, the defect 
screw, the dirty bolt and the dirty screw, respectively.  

The synthetic dataset is the creation of new dataset by 
using an assigned producing condition to mimic the real ones 
with similar properties such as defect and dirty class [2, 10]. 
The dataset can be used to test and improve the model 
performance by using several statistical metrics and ignoring 
real-world dataset with privacy and confidential information. 
Development of AI model by using synthetic dataset help 
prevent an accessing real dataset. 

III. ARCHITECTURE 

A. Segment-Anything Model (SAM) 
The image encoder of the real image was done by using a 

high level (e.g. using Masked Auto-Encoder (MAE) model 
and pre-trained model of Vision Transformer (ViT) model) 
and continues the single embeddings of each image that is 
qualified to further application [3] in Fig.  2. All steps are 
assigned as follows; 

1) Prompt Encoder: The data (e.g. point input, bounding 
box input, or free-form of text prompt) were transformed into 
embedding vector in real time, or additional mask. The 
convolution and embedding to mask decodrder used to 
transform into feature vectors. 

2) Mask Decoder: the module functions to create mask 
that specific to the object of interest. The process used can 
help classify and extract the unique properties of the object, 
as follows. 

a) text input: instruction to create mask mask such as 
prompting or text describing a related area of the selected 
object in images. 

b) encoding: Mask decoder received the data input to 
be encoded by multi-layer perceptron (MLP) in the deep 
learning. 

3) Mask Prediction: The binary prediction result (0 and 
1) is whether the mask containing the object of interest within 
the image input. Comparison between an improved mask for 
the prediction result and the real mask wold be analyzed for 
error value that would help correct the prediction mask. 

4) Valid mask: The representative mask for the corrected 
prediction of the object of interest containing in the image. 
All pixels of the object  and the background varied by 0 and 
1, respectively; as follows. 

a) The pixel value of 0: representing the area for the 
background within the image. 

b) The pixel value of 1: representing the area for the 
object of interest within the image. 

 
Fig.  2. Architecture of Segment-Anything Model (SAM). Main component 
of SAM is including Image encoder, Image embedding, convolution, prompt 
encoder and mask decoder, respectively. 

B. Stable Diffusion 
Initial image data was learnt by feeding into the perceptual 

compression of the stable diffusion architecture [4], see in the 
Fig.  4. The perceptual compression functions to transformed 
high dimension into latent vector and embedding into the 
latent space [4] at the 1st step. The latent vector, compressed 
pixels from the digital image, was transformed by an 
autoencoder. The 2nd step, captured semantic structures in 
both text and images was performed by the semantic 
compression in order to retain details of diffusion models and 
object relation found in any image. The result of this step gave 
high resolution image containing the semantic structure [4]. 
Conditioning diffusion was used to assign specific 
characteristics for the created images under the diffusion 
process [11, 12] such as the defect bolt, the defect screw, the 
dirty bolt and the dirty screw, respectively. the reverse 
diffusion returned the pixel values for editing details at 
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decoding from latent space [13] obtained by generative image 
inpainting [14]. 

Image painting was done by using image inpainting 
technique  [15, 16] that the result of the SAM technique would 
be used to create new images from real bolt and real screw. 

 
Fig.  3. Architecture of Stable Diffusion. Main component of Stable 
Diffusion is including Pixel space, Latent space and Conditioning for 
generate images is synthetic dataset. 

IV. TRAINING CLASSIFICATION 
The classification-based downstream task used for fine-

tuning process in order to distinguish between different 
classes. Here's a general outline of the steps involved in 
training a classification model. 

 
Fig.  4. Training process. Dataset for training Dinov2 (ViT-Small) algorithm 
with Linear classification layer. First linear layer transforms data linear size 
to 256 dimensions. Activation function by Rectified Linear Unit (ReLU). 
Second linear layer from 256 dimensions to class number. 

1) Data Collection and Preprocessing: real image 
dataset and synthetic dataset 

2) Feature Extraction: The feature extraction was 
peformed by using VIT-based DinoV2 model.  

3)  Data Splitting:  dataset assigned for 3 experiments. 
a) Real image: all real images was assigned into two-

training classes (bolt and screw) and each class containing 5 
images. We used testing dataset with real images as for 71 
images of bolt and 92 images of screw, respectively. 

b) Combination of the real images and the generated 
image: this dataset used both the real and generated images 
for 20 images in train dataset. Two-classes were assigned and 
labeling with the class’s name as the same as the dataset from 
“Real image” as above. Each class contained 5-real images & 
5-generated images. The testing dataset used are the same as 
those described as above. 

c) Multi-class: There are all 6 classes assigned; 
including the training dataset of bolt-, bolt_defect-, 
bolt_dirty-, screw-, screw_defect- and screw_dirty-classes, 
respectively. Of which, ecach class contained 10-real images 
and 10-generated image, respectively. In testing dataset are 
contained both real- and generate images; including 24-
images for bolt (10-real & 14-generated images), 23-images 
for screw (10-real & 13-generated images), respectively. For 

training dataset of bolt_defect-, screw_defect, bolt_dirty- and 
screw_dirty classes, each class contaied 20-generated 
images. For testing dataset, there are 40-generated images for 
the bolt_defect- & screw_defect-, respectively. Also, there 
are 42-generated images for bolt_dirty and 46-generated 
images for screw_dirty, respectively.   

4) Model Selection: the selected ViT-Small of Dino V2 
algorithm was  publicly available and downloaded from url: 
https://github.com/facebookresearch/dinov2.  Although there 
is a small version, given result obatined shows effective 
output even in limited computing resource. 

5) Model Training: we trained the selected model by 
using the assigned training dataset mentioned above. 
Hyperparameters were set to optimize the model's learning on 
training configuration as follows; 

• Method: Dino V2 model 
• Learning Rate: 0.000001 
• Max epoch: 500 
• Batch size: 64 

V. EVALUATION 
We evaluated the trained-model's performance based on 

several evaluation metrics for classification tasks including 
accuracy, precision, recall, specificity and F1-score, 
respectively. 
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Where TP stands for Ture Positive, TN stands for Ture 
Negative, FP stands for False Positive, FN stands for False 
Negative [17] respectively. 

In addition, Receiver Operating Characteristic Curve 
(ROC Curve) was analyzed to measure the quality 
performance of proposed model in order to discriminate 
testing data. The ROC was plotted between the false negative 
rate (FNR) for X-axes and the true positive rate (TPR) for Y-
axes, respectively. Area Under the ROC-Curve (AUC) varied 
0 to 1, providing the general accuracy. The AUC value of 1 
indicates perfect classification, however, the AUC of 0.5 
indicates random prediction. 
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VI.  RESULT AND DISCUSSION 

A. Training Loss 
This study was proposed to finds the optimal model 

through training process involving real and generated images 
(Fig.  1.). The selection of the best model was determined by 
analyzing the weight corresponding to the minimum training 
loss value within the stable training conditions ranging epochs 
300 to 500 (Fig.  5.) and epochs 400 to 500 (Fig.  6.), 
respectively. 

 
Fig.  5. Training loss for binary-class classification model. i) trained with 
dataset of real image and ii) trained and test with the combination dataset. 
Based on the explanation in the paper, models were trained with NVIDIA 
DGX A100-40 GB one GPU and RAM 32 GB. 

 
Fig.  6. Training loss for multi-class classification model. iii) Trained and 
test with dataset of the multi-class. Based on the explanation in the paper, 
models were trained with NVIDIA DGX A100-40 GB one GPU and RAM 
32 GB. 

B. Confusion matrix table 

 
Fig.  7. Confusion matrix table. i) trained model with real image dataset and 
ii) trained model with the combination data, respectively. 

In Fig.  7. (i), according to the evaluation of the trained 
model with real images resulted in the TP count of 70 and FN 
count of 1 for bolt identification. In the same way, there were 
89 TP and 3 FN for screw classification. Upon the 
incorporation of additional training datasets, a noteworthy 
enhancement was observed. Specifically, the increase of TP to 
92 and no FN were recorded (as depicted in Fig.  7. (ii)). This 

suggests the advantage gained from including synthetic data, 
even when relatively small set of 10 generated images was 
employed during the training the selected model. 

To further broaden the scope of the synthetic dataset, 
instances of defects and contamination, namely defection and 
dirtiness, were introduced. This extended dataset was curated 
to evaluate the performance of the aforementioned selected 
model. Comparing to the first-two models, despite utilizing a 
six-classes classification scheme to trained the selected model, 
the TP and FN outcomes demonstrate excellent performance 
across both classes. Notably, only a single image was 
identified as FN within this context (Fig.  8.). The result 
indicates that normal image of the bolt and screw classes 
exhibits superior results compared to the image representing 
defects and dirtiness. Of which, both “dirty-screw” and “dirty-
bolt” displayed higher TP and fewer FN values compared to 
the defect categories, suggesting that are similar in features 
between normal and dirty classes, which may account for 
improvements seen in comparison to the defects as significant.   

 
Fig.  8. Confusion matrix table. The Selected model was trained with 
generated image from the multi-classes. 

C. Receiver Operating Characteristic Curve 

 
Fig.  9. Receiver Operating Characteristic Curve (ROC). i) trained model 
with real image dataset and ii) trained model with the combination data, 
respectively. 

The general accuracy was measured using the AUC-ROC 
curve. As shown in Fig.  9. (i), the AUC values for both the 
bolt and screw classes reached a perfect prediction score of at 
1.00. Similarly, the second trained model, utilizing the 
combined dataset, also shows a perfect prediction of the AUC 
(Fig.  9. (ii)). These result from both experiments affirm an 
outstanding of the chosen self-supervised learning model 
based on the small Dino V2 version. 

In Fig.  10. illustrates the remarkable result of the SSL 
model, where both normal and dirty features for bolt and 
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screw classes exhibited superior accuracy values ranging from 
0.93 to 1.00, respectively. in contrast, the defection classes 
exhibited comparatively lower accuracy scores ranging from 
0.78 to 0.82, respectively.  

According to the comprehensive evaluation metrics 
studied, notable enhancements in performance were evident in 
the trained model using synthetic data during the second 
experiment. This improvement was reflected in average 
values of accuracy, precision, recall, specificity and F1 score, 
respectively, which ranging from 0.986 to 0.994 (as detailed 
in TABLE I. ).  

 
Fig.  10. Receiver Operating Characteristic Curve (ROC). The Selected 
model was trained with generated image from the multi-classes. 

TABLE I.  EVALUATION METRIC 

Evaluation 
metric 

Experiment I 
(real image) 

Experiment ii 
(combined data) 

Experiment iii 
(Multi-class) 

Accuracy 0.975 0.994 0.904 

Precision 0.974 0.995 0.701 

Recall 0.977 0.993 0.657 

Specificity 0.986 0.986 0.951 

F1 Score 0.975 0.994 0.804 
 

Upon assessing the average performance of the third 
experiment, the metric values becomes less than that of the 
first two experiments. This discrepancy could be due to the 
fact that the third experiment involved training with a larger 
number of classes and also exposing to a high degree of 
variation of training dataset. We have observed that the 
generated class of defection (Fig.  8.) may significantly reduce 
the model performance. Nevertheless, when considering on 
the individual class labels of “normal bolt” and “normal 
screw”, the performance levels remain consistently high, as 
previously described in section B. It is notable that utilizing of 
a limited sample size and handling with multi-class data for 
training the classification model could indeed impact overall 
performance. However, addressing the issue could involve 
increasing the sample size, which has the potential to mitigate 
the problem encountered.   

D. Performance comparisons of existing works 
A comparison was made between our study and previous 

report utilizing Inception V3 and the ViT-B model. The 
finding indicated that the average accuracy achieved in our 
two experiments surpassed that ViT-B (Base) based SSL 

model. Notably, the ViT-B model is characterized by a larger 
number of parameters than our model S (small) used. We can 
achieve superior accuracy even with a smaller sample size 
used for training. In a comparison with the SL model, our 
model exhibited similar performance to that obtained SSL and 
achieving a comparable accuracy of 0.958. This accuracy was 
higher than our model training with six classes. It’s worth 
nothing that despite using an amount of training data that is 
8.3 times smaller than that of the SL model, our model still 
demonstrated competitive performance. This suggests that an 
increase of the sample size, combined with the utilization of 
larger model versions of the ViT-DinoV2 could potentially 
lead to further improvements in accuracy.    

TABLE II.  PERFORMANCE COMPARISONS OF EXISTING WORKS 

Details 
M. Z. 
Wong 

et al. [18] 

X. Zhu 
et al. 
[19]  

Ours 

Industrial 
applications 

Synthetic 
dataset of 
products 

Synthetic 
dataset of 
Industrial 

Parts 

Synthetic dataset 
of bolt and screw 

Method Inception 
V3 (SL) 

ViT-B 
(SSL) 

ViT-S 
(SSL) 

ViT-S 
(SSL) 

Number of 
images train 1,000 1,200 20 120 

Number of 
class 10 17 2 6 

Accuracy 0.958 0.747 0.994 0.904 

 

E. Limitation 
Limited training data might lead to overfitting on the 

available dataset, resulting in reduced generalization to new 
data. The model's performance heavily relies on the quality 
and representativeness of the small training dataset. Vision 
Transformer's effectiveness can decrease as the complexity of 
the task or dataset increases. Applying Regularization 
Techniques such as dropout or introducing weight decay [20] 
are methods to mitigate overfitting. Employing these 
strategies can help in reducing the model's overfitting 
tendencies, especially when dealing with a small training 
dataset. 

VII. CONCLUSIONS 
We have achieved a remarkable capabilities of generative 

AI in synthesizing highly targeted datasets for specific 
industrial use-cases which can be instrumental in training deep 
learning models for tasks related to quality control, defect 
detection, or contamination identification within a factory 
environment. Althrough the application of this innovative 
technique, we have effectively addressed the long-standing 
challenge of limited availability and scarcity of industrial 
datasets within the manufacturing setting. In our ongoing 
research, we are further studying the robustness of our 
pretrained distilled ViT model by conducting rigorous 
validation with new and diverse datasets, including instances 
of dirty and defective objects, to ensure its reliability in real-
world industrial environments. 

The pretrained distilled ViT foundation model serves as an 
exceptional starting point, as it possesses a comprehensive 
understanding of various visual features and patterns. This 
pre-existing knowledge allows us to accelerate the fine-tuning 
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process and optimize the model's performance for detecting 
and classifying rare industrial defects or contamination 
instances. 
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Abstract—Anomaly time series prediction is a crucial yet
challenging task in real-world systems. Existing techniques
often require a substantial amount of data to achieve satisfac-
tory performance, posing a significant challenge as anomaly
data is scarce and difficult to obtain. Despite attempts
to address this issue using traditional machine learning
techniques, their effectiveness remains limited, resulting in
performance degradation or costly trade-offs. Therefore,
in this paper, we propose a novel approach called Latent
Space Coordination Relation for Anomaly Prediction to
overcome these challenges. Our framework leverages the
power of the Variational Autoencoder (VAE) and learns the
coordination relations of points in the latent space to detect
anomalies. By exploiting the latent space, our method enables
effective learning and prediction of anomalies. Additionally,
the decoder of the VAE aids in restoring the data, further
improving the accuracy of anomaly detection. Experimental
results demonstrate that our approach outperforms base-
line models when training data is limited. The predicted
anomalous signals exhibit lower error rates, highlighting the
efficacy of our method. This improvement is attributed to
the utilization of the latent space for learning and assisting
in anomaly prediction, along with the signal restoration
capabilities of the decoder.

Index Terms—Anomaly Prediction, Time-series Prediction,
Signal Processing, Variational Autoencoder, Latent Space,
Latent Space Coordination Relation (LSCR)

I. INTRODUCTION

Anomaly time series prediction is a critical problem that
demands effective techniques to address. Often, anomaly
events are negative incidents, such as sudden breakdowns
of important machinery [1], [2], relapses in patients’ con-
ditions, or uncanny occurrences in the stock market that
can lead to catastrophic financial losses. Surprisingly,
limited research has been conducted in the field of machine
learning to tackle this challenge, especially in the context
of anomaly prediction. Therefore, there is a pressing need
for researchers to study and propose solutions to this
problem.

To address the anomaly prediction challenge, re-
searchers commonly employ machine learning techniques,
such as feed-forward neural networks (FF-NNs) [3] and
long short-term memory (LSTM) neural networks [4]. A
feed-forward neural network is versatile and widely ap-
plicable, while an LSTM network is specifically designed
for handling long sequential data. Extensive studies have

*Corresponding author: kuntpong@it.kmitl.ac.th

shown their effectiveness in typical time series forecasting
tasks [5], [6].

However, anomaly prediction remains a challenging
task. The main issue arises from the scarcity of data
related to abnormal events, resulting in a limited number
of samples available for data analysis and model training.
This scarcity of data can lead to poor model performance.
Additionally, LSTM models require higher computational
time for training models when compared to feed forward
neural networks, as reported in [7]. This increased com-
putational complexity is due to the inherent complexity of
LSTM architectures.

To overcome the limitation of limited training samples,
various techniques have been proposed to generate data
based on a few available samples. One common approach
is the use of Variational Autoencoders (VAEs), which
leverage autoencoder principles and conditional proba-
bility to obtain a latent space that can be explored to
generate countless samples [8]. VAEs have demonstrated
their usefulness in multiple applications, as reported in [9],
[10].

The concept of the latent space has inspired us. If we
can harness the power of the latent space to generate
data for specific purposes, it can also be used as a
tool for predicting the future with reduced computational
time and without being constrained by data limitations.
Additionally, previous research works [11] and [12] have
successfully applied a similar idea for data imputation and
anomaly classification, respectively. Therefore, leveraging
VAEs and the latent space for time series forecasting,
particularly in the context of anomaly prediction where
obtaining samples is difficult, holds great potential.

Hence, in this paper, we present a novel approach called
Latent Space Coordination Relation (LSCR) for Anomaly
Prediction to overcome the limitations associated with
traditional anomaly prediction techniques. Our proposed
framework harnesses the power of Variational Autoen-
coder (VAE) and leverages the coordination relation of
points within the latent space for effective anomaly detec-
tion. By exploiting the latent space, our method facilitates
efficient learning and prediction of anomalies, even when
the availability of anomaly data is limited.

The core idea behind our approach is to utilize the latent
space of the VAE, which serves as a compressed repre-
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sentation of the input data. By learning the coordination
relation of points in this latent space, LSCR can effectively
identify anomalous patterns. Furthermore, the decoder of
the VAE aids in restoring the data, improving the accuracy
of anomaly detection.

To evaluate the performance of our proposed method,
we conducted extensive experiments using real-world
datasets with limited training data. The results clearly
demonstrate that LSCR outperforms baseline models in
detecting anomalies, exhibiting significantly lower error
rates. This improvement can be attributed to the effective
utilization of the latent space for learning and assisting
in anomaly prediction, along with the signal restoration
capabilities of the decoder.

As mentioned above, this research presents two signif-
icant contributions, as follows:

• The utilization of the latent space in VAE provides
not only for data generation but is also applicable to
prediction tasks.

• LSCR demonstrates the efficacy through compre-
hensive experiments, showcasing its superiority in
reducing forecasting error and training time over
traditional techniques for anomaly prediction when
training data is limited.

The remainder of this paper is organized as follows:
Section II provides a brief overview of related works in
the field of anomaly prediction. In Section III, we present
the methodology behind LSCR, detailing the integration
of VAE and the coordination relation in the latent space.
Section IV presents the experimental setup and analyzes
the results obtained. Finally, Section V concludes the
paper, highlighting the contributions of our approach and
discussing potential avenues for future research.

II. RELATED WORKS

A. Anomalous Time Series Prediction and Its Challenge
Anomaly incidents in time series data are infrequent

occurrences that deviate from the usual routine. While cer-
tain anomalous events can be beneficial for the target, like
an increase in sales of the product [13], many instances
have negative effects, such as malicious cyber attacks by
hackers [1], [2], breakdowns of the important machinery
along the factory production line [14], and the relapse of
critical health issues or symptoms [15].

Given the aforementioned circumstances, the need for
effective anomaly detection frameworks and techniques
becomes imperative in order to anticipate and prevent such
detrimental losses in crucial targets.

While it may initially appear that this problem could be
addressed by simply having specialized personnel mon-
itor and analyze the data, this approach presents certain
limitations. Hiring individuals with specific knowledge
can be costly, and they cannot provide round-the-clock
monitoring of the target system. Therefore, the need for
automation systems arises to overcome these limitations.

B. Feed Forward Neural Network (FF-NN)
The use of feed-forward neural networks (FF-NNs) is a

widespread technique in automation systems [3]. The core

idea of a neural network is to emulate the functionality
of human neuron cells using node layers, including an
input layer, one or more hidden layers, and an output
layer. Each node, or artificial neuron, within the network
is interconnected with others and possesses weights and
thresholds. Activation occurs when the output of a node
exceeds the specified threshold, transmitting data to the
subsequent layer. Conversely, if the output falls below the
threshold, no data is forwarded.

Numerous research studies have demonstrated the effec-
tiveness of this approach in efficient time series detection
and forecasting. For example, it has been applied to traffic
flow forecasting [16] and intrusion detection systems for
identifying abnormal system activities [17].

C. Long Short Term Memory Neural Network (LSTM)
The Long Short-Term Memory (LSTM) neural network

is an improved version designed specifically for handling
sequential data like time series or signals. It was originally
proposed by [4]. The primary idea behind this architecture
is the incorporation of gates and cells to address the issue
of gradient vanishing, which can occur in traditional neural
networks.

LSTM has found interesting applications in various
domains, such as anomaly detection in IP networks, where
it monitors traffic data from routers [18], and the detec-
tion of anomalous stock prices [19]. Both case studies
demonstrate that LSTM contributes to achieving desired
prediction performance.

However, it is important to acknowledge that LSTM still
shares some of the challenges faced by traditional neural
networks. One such challenge is the requirement of a large
amount of data for training purposes. Additionally, the
complex architecture of LSTM makes training the model
resource-intensive and time-consuming [7]. Consequently,
researchers are actively exploring alternative approaches
to overcome these limitations.

D. Variational Autoencoder (VAE)
The Variational Autoencoder (VAE) is an influential

neural network architecture introduced in [8]. Its funda-
mental principle involves implementing the VAE model,
which consists of an encoder and a decoder within the
neural network. By leveraging mean and standard devia-
tion vectors, the VAE generates a probability distribution
in the latent space. Mathematically, the VAE is defined by
Eq. (1):

logP (X)−DKL[Q(z|X)||P (z|X)] =

E[logP (X|z)]−DKL[Q(z|X)||P (z)]
(1)

Here, the training data is denoted by X , and the latent
variable is represented by z. The encoder’s conditional
probability is denoted as P , while the decoder’s condi-
tional probability is denoted as Q. The Kullback-Leibler
divergence is symbolized as DKL.

The versatility of the Variational Autoencoder (VAE)
has been demonstrated across a range of applications, with
particular emphasis on generative tasks such as image
generation and image super-resolution.
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sentation of the input data. By learning the coordination
relation of points in this latent space, LSCR can effectively
identify anomalous patterns. Furthermore, the decoder of
the VAE aids in restoring the data, improving the accuracy
of anomaly detection.

To evaluate the performance of our proposed method,
we conducted extensive experiments using real-world
datasets with limited training data. The results clearly
demonstrate that LSCR outperforms baseline models in
detecting anomalies, exhibiting significantly lower error
rates. This improvement can be attributed to the effective
utilization of the latent space for learning and assisting
in anomaly prediction, along with the signal restoration
capabilities of the decoder.

As mentioned above, this research presents two signif-
icant contributions, as follows:

• The utilization of the latent space in VAE provides
not only for data generation but is also applicable to
prediction tasks.

• LSCR demonstrates the efficacy through compre-
hensive experiments, showcasing its superiority in
reducing forecasting error and training time over
traditional techniques for anomaly prediction when
training data is limited.

The remainder of this paper is organized as follows:
Section II provides a brief overview of related works in
the field of anomaly prediction. In Section III, we present
the methodology behind LSCR, detailing the integration
of VAE and the coordination relation in the latent space.
Section IV presents the experimental setup and analyzes
the results obtained. Finally, Section V concludes the
paper, highlighting the contributions of our approach and
discussing potential avenues for future research.

II. RELATED WORKS

A. Anomalous Time Series Prediction and Its Challenge
Anomaly incidents in time series data are infrequent

occurrences that deviate from the usual routine. While cer-
tain anomalous events can be beneficial for the target, like
an increase in sales of the product [13], many instances
have negative effects, such as malicious cyber attacks by
hackers [1], [2], breakdowns of the important machinery
along the factory production line [14], and the relapse of
critical health issues or symptoms [15].

Given the aforementioned circumstances, the need for
effective anomaly detection frameworks and techniques
becomes imperative in order to anticipate and prevent such
detrimental losses in crucial targets.

While it may initially appear that this problem could be
addressed by simply having specialized personnel mon-
itor and analyze the data, this approach presents certain
limitations. Hiring individuals with specific knowledge
can be costly, and they cannot provide round-the-clock
monitoring of the target system. Therefore, the need for
automation systems arises to overcome these limitations.

B. Feed Forward Neural Network (FF-NN)
The use of feed-forward neural networks (FF-NNs) is a

widespread technique in automation systems [3]. The core

idea of a neural network is to emulate the functionality
of human neuron cells using node layers, including an
input layer, one or more hidden layers, and an output
layer. Each node, or artificial neuron, within the network
is interconnected with others and possesses weights and
thresholds. Activation occurs when the output of a node
exceeds the specified threshold, transmitting data to the
subsequent layer. Conversely, if the output falls below the
threshold, no data is forwarded.

Numerous research studies have demonstrated the effec-
tiveness of this approach in efficient time series detection
and forecasting. For example, it has been applied to traffic
flow forecasting [16] and intrusion detection systems for
identifying abnormal system activities [17].

C. Long Short Term Memory Neural Network (LSTM)
The Long Short-Term Memory (LSTM) neural network

is an improved version designed specifically for handling
sequential data like time series or signals. It was originally
proposed by [4]. The primary idea behind this architecture
is the incorporation of gates and cells to address the issue
of gradient vanishing, which can occur in traditional neural
networks.

LSTM has found interesting applications in various
domains, such as anomaly detection in IP networks, where
it monitors traffic data from routers [18], and the detec-
tion of anomalous stock prices [19]. Both case studies
demonstrate that LSTM contributes to achieving desired
prediction performance.

However, it is important to acknowledge that LSTM still
shares some of the challenges faced by traditional neural
networks. One such challenge is the requirement of a large
amount of data for training purposes. Additionally, the
complex architecture of LSTM makes training the model
resource-intensive and time-consuming [7]. Consequently,
researchers are actively exploring alternative approaches
to overcome these limitations.

D. Variational Autoencoder (VAE)
The Variational Autoencoder (VAE) is an influential

neural network architecture introduced in [8]. Its funda-
mental principle involves implementing the VAE model,
which consists of an encoder and a decoder within the
neural network. By leveraging mean and standard devia-
tion vectors, the VAE generates a probability distribution
in the latent space. Mathematically, the VAE is defined by
Eq. (1):

logP (X)−DKL[Q(z|X)||P (z|X)] =

E[logP (X|z)]−DKL[Q(z|X)||P (z)]
(1)

Here, the training data is denoted by X , and the latent
variable is represented by z. The encoder’s conditional
probability is denoted as P , while the decoder’s condi-
tional probability is denoted as Q. The Kullback-Leibler
divergence is symbolized as DKL.

The versatility of the Variational Autoencoder (VAE)
has been demonstrated across a range of applications, with
particular emphasis on generative tasks such as image
generation and image super-resolution.

E. VAE and Latent Space Utilization in Applications

The utilization of Variational Autoencoder (VAE) and
latent space extends beyond data generation purposes.
Researchers have suggested its usefulness in various appli-
cations. For instance, John et al. [11] proposed the use of
VAE’s decoder for data imputation, leveraging its ability to
reconstruct missing data [11], [20]. Another application is
anomaly detection, where data is projected onto the latent
space, and instances that do not belong to the cluster are
considered anomalous [12].

These case studies demonstrate the diverse utilities
of the latent space in various applications, which have
inspired us to explore its potential for prediction purposes.
Consequently, in Section III, we present a framework that
incorporates VAE and latent space for anomaly prediction.

III. PROPOSED METHOD

In order to tackle the prior mentioned challenge and
expand the utilization of the latent space, this section
presents an innovative framework known as ”Latent Space
Coordination Relation for Anomaly Prediction.” This
framework has been developed to overcome the limitations
of existing methods and effectively leverage the potential
of the latent space. A comprehensive overview of the
framework’s overall concept and a detailed procedural
outline are visually depicted in Fig. 1. The following
subsections describe how it works.

A. Training Phase

The training phase encompasses several objectives. The
crucial objectives include the following: (i) modelling
the encoder and decoder from the latent space of the
Variational Autoencoder (VAE) for both past and future
signals and (ii) training a prediction model for latent
coordinate points using a feed-forward neural network.
The procedures involved in this phase are detailed as
follows:

1) VAE Training: During the training phase, the VAE
model is trained using the complete dataset. The encoder
of the VAE model plays a crucial role in mapping the
input data to a lower-dimensional latent space, while the
decoder is responsible for reconstructing the input data
from this latent space.

Here, each training sample is divided into two segments:
past and future signals. Then, we use two VAE models for
training (see Fig. 1 (a)): one is specifically trained with
past signal samples, and another is trained with future
signal samples. The main objective of this training is
to accurately derive the coordination points of the latent
space, which effectively represent the learned complete
samples through the VAE models, for both past and future
signals. Additionally, the trained encoder and decoder,
obtained from this training phase, play a vital role in the
consequent prediction phase.

2) Latent Coordination Relation Training: In order to
predict latent coordinate points, a feed-forward neural
network with multiple inputs is constructed. The inputs
to the network are the latent coordinates of the past signal

samples as shown in a dash-line of Fig. 1(a), while the
corresponding target coordinate points from the future
signal samples act as ground truth labels for training.

The primary objective of this prediction model is to
establish correlations between the latent coordinates of
past and future signals. By capturing these correlations, the
neural network model enables the coordination of sensors,
allowing one sensor to assist in forecasting and recon-
structing the future output. This approach leverages the
relationships between past and future signals to improve
the accuracy and effectiveness of the prediction process.

B. Predicting Phase

A prediction model (see Fig. 1 (b)) comprises five
components: Past Trained Encoder, Past Trained Latent
Coordination, Neural Network, Predicted Latent Coordi-
nation, and Future Decoder. The first three components
of this model, Past Trained Encoder, Past Trained Latent
Coordination, and Neural Network, are derived from the
training phase (see Fig. 1(a)). The following steps outline
the process in detail.

1) Encoding unknown past signals: In this stage, the
Past Trained Encoder from the Training Phase is employed
to obtain the coordinate representation for the latent pre-
dictor neural network. The process begins by providing
an unknown or test signal as input, which is then passed
through the Past Trained Encoder, specifically designed
for handling past signals. Once this step is completed, the
framework acquires the latent coordinates of the unknown
signals for the subsequent phase. It should be noted that
the latent coordinates, obtained during the training phase,
are not put into use in this stage. Instead, only the Past
Encoder is applied to implement the learned weights from
the trained dataset and encode the unknown signal into
unknown coordinates.

2) Predicting unknown latent coordinates: In this step,
the neural network model, trained through Latent Coor-
dination Relation Training (see Fig. 1(a)), is utilized to
predict the latent coordinates of future signals based on
past coordinate points. The goal is to acquire the coor-
dinate points corresponding to the future signals, which
will be subsequently input into the decoder in the next
step. By leveraging the learned correlations between the
past and future signals, the prediction model can accurately
estimate the latent coordinates that represent the upcoming
data.

3) Predicting unknown future signals: After obtaining
the predicted unknown latent coordinates from the neural
network in the previous step, they are used as input for
the Future Trained Decoder, which is specifically designed
for future signals. Acting as a reconstruction tool within
the VAE framework, the Future Decoder utilizes the latent
coordinates to restore the shape of the signal. This pivotal
stage focuses on reconstructing the future signals, resulting
in an output that closely resembles the original future
signal. Similar to the encoding unknown past signal stage,
only trained future decoder is implemented. The latent
coordinates from the training phase have no matter in the
predicting stage.
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Fig. 1. An overall of the latent space coordination relation for anomaly prediction framework.

In summary, the LSCR framework involves two signifi-
cant phases: the Training Phase and the Predicting Phase.

Training phase focuses on the training of the VAE
models for past and future signals. The past signals and
future signals are trained in the VAE models separately to
obtain encoder and decoder, which will be implemented in
the latter process. Additionally, a neural network is then
trained using the past coordinate points from the learned
VAE as input and the future coordinate points as output.

As for the Predicting Phase, an unknown signal is en-
coded using the past VAE’s encoder, generating coordinate
points. These points are used to predict future coordinates
in the learned latent coordinates of the predictor neural net-
work. The predicted future coordinates are reconstructed
using the future VAE’s decoder, yielding the predicted
future signal as an output.

IV. EXPERIMENTAL RESULTS

A. Dataset

To evaluate the effectiveness of the proposed frame-
work, the Secure Water Treatment (SWaT) datasets from
iTrust [1] were utilized in the experiments conducted for
this paper. These datasets contain signals obtained from
various sensors installed on electronic components within
a water treatment testbed. The data encompasses both
normal operating conditions and anomalous events, which

were intentionally simulated by researchers to replicate
cyber attacks on the system. These online strike imitations
aim to destroy the machinery or even disrupt the whole
system, to show the effect that could happen in the actual
system if hackers attacks succeed.

In the specific testing scenario of the proposed frame-
work, the raw water tank sensor (RAW), part of sensor
data that available in SWaT, was selected as the target
sensor. This sensor recorded multiple cyber attack sce-
narios, which are as follows: (i) increasing the water
tank level by 1 mm per second in order to deliberately
cause underflow in the tank; (ii) setting the sensor value
consistently at 700 mm to intentionally cause the tank to
overflow; (iii) setting the sensor value above the threshold
to induce underflow in the tank and potentially damage
the system; (iv) similar to the second attack, but with the
additional intention of causing underflow and overflow in
other target tanks; (v) attacking on another related sensor,
which results in a slight drop in the raw water level. These
types of anomalies have the potential to disrupt the overall
system and significantly impact its performance.

During the experiment, signal samples were captured
and subjected to time window sliding techniques to aug-
ment the dataset. The input dataset comprised past signals
that included slight indications of the anomalous event,
while the ground truth dataset consisted of future sig-
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Fig. 1. An overall of the latent space coordination relation for anomaly prediction framework.

In summary, the LSCR framework involves two signifi-
cant phases: the Training Phase and the Predicting Phase.

Training phase focuses on the training of the VAE
models for past and future signals. The past signals and
future signals are trained in the VAE models separately to
obtain encoder and decoder, which will be implemented in
the latter process. Additionally, a neural network is then
trained using the past coordinate points from the learned
VAE as input and the future coordinate points as output.

As for the Predicting Phase, an unknown signal is en-
coded using the past VAE’s encoder, generating coordinate
points. These points are used to predict future coordinates
in the learned latent coordinates of the predictor neural net-
work. The predicted future coordinates are reconstructed
using the future VAE’s decoder, yielding the predicted
future signal as an output.

IV. EXPERIMENTAL RESULTS

A. Dataset

To evaluate the effectiveness of the proposed frame-
work, the Secure Water Treatment (SWaT) datasets from
iTrust [1] were utilized in the experiments conducted for
this paper. These datasets contain signals obtained from
various sensors installed on electronic components within
a water treatment testbed. The data encompasses both
normal operating conditions and anomalous events, which

were intentionally simulated by researchers to replicate
cyber attacks on the system. These online strike imitations
aim to destroy the machinery or even disrupt the whole
system, to show the effect that could happen in the actual
system if hackers attacks succeed.

In the specific testing scenario of the proposed frame-
work, the raw water tank sensor (RAW), part of sensor
data that available in SWaT, was selected as the target
sensor. This sensor recorded multiple cyber attack sce-
narios, which are as follows: (i) increasing the water
tank level by 1 mm per second in order to deliberately
cause underflow in the tank; (ii) setting the sensor value
consistently at 700 mm to intentionally cause the tank to
overflow; (iii) setting the sensor value above the threshold
to induce underflow in the tank and potentially damage
the system; (iv) similar to the second attack, but with the
additional intention of causing underflow and overflow in
other target tanks; (v) attacking on another related sensor,
which results in a slight drop in the raw water level. These
types of anomalies have the potential to disrupt the overall
system and significantly impact its performance.

During the experiment, signal samples were captured
and subjected to time window sliding techniques to aug-
ment the dataset. The input dataset comprised past signals
that included slight indications of the anomalous event,
while the ground truth dataset consisted of future sig-

TABLE I
A COMPARISON OF MULTI-CLASS CLASSIFICATION RESULTS BASED ON THE RAW DATASET

Performance Metric FF-NN (72 Nodes) FF-NN (720 Nodes) LSTM (72 Units) Proposed Method

RMSE 0.1443 ± 0.0419 0.0316 ± 0.0019 0.2601 ± 0.0272 0.0291 ± 0.0040
Prediction Training Time (Second) 28.0971 ± 18.5469 280.8384 ± 84.2278 6,503.2350 ± 2151.5040 72.9462 ± 21.4926

nals recorded after the occurrence of the anomaly. By
comparing the predictions of our method with the actual
future signals, the effectiveness of the proposed model in
detecting and predicting anomalies could be assessed.

B. Experimental Setup

In order to ensure unbiased evaluation of our model
compared to the baselines, we provide detailed information
on the experimental setup as follows:

• The baseline methods used in this experiment are FF-
NN and LSTM models with different parameters.

• For the 72-node and 720-node FF-NN models, both
consist of 5 layers with ReLU activation function.

• The LSTM model is configured with a single layer
comprising 72 LSTM units.

• The VAE models are designed with an input layer
of 72 nodes and a second layer of 36 nodes in
the encoder. The decoder architecture differs from
this setup. The VAE models are trained using two-
dimensional samples for 100 epochs.

• The latent prediction neural network is trained with
three layers, each containing 20 nodes.

• The dataset consists of five anomaly classes and a
single normal class. Each anomaly class contains only
30 samples, while the normal class has 50 samples.
Therefore, the total number of samples for training
and testing is 200.

• Time window slicing with a one-second time step is
applied to obtain samples from the dataset sources.

• Each sample in the dataset spans a record of 7,200
seconds of past or future time series data.

• All data are normalized using the Min-Max Scaling
method to ensure that the normalized values are in
between 0 and 1.

• 5-fold cross-validation is implemented to ensure un-
biased evaluation and avoid fortunate cases. The
process divided 50% of the samples for training and
the remaining 50% for testing purposes.

• Early stopping is applied to every model training in
this experiment.

• Root Mean Squared Error (RMSE) and Training Time
are the evaluation metrics used in this experiment.
Training time for our proposed model is the total time
of past VAE training, future VAE training, and latent
coordination predictor training.

C. Results and Discussion

The experimental results are presented in Table I, and
two examples of the predicted time series compared to
the ground truth are shown in Fig. 2. As expected,
the proposed method demonstrates superior performance

compared to FF-NN and LSTM. Our proposed approach
achieves an RMSE score of 0.0291 ± 0.0040 and a training
time of 72.9462 ± 21.4926 seconds. These results indicate
that our method outperforms the baseline methods in terms
of RMSE score and achieves the second-best training time.
Although our method may be slower than the FF-NN with
72 nodes, it offers a significant improvement in terms of
RMSE score, showcasing overall superiority over the other
models.

The achievements of our model can be attributed to
its utilization of the Variational Autoencoder (VAE) as
a key component for signal prediction. The VAE is ca-
pable of providing a latent space that captures the data
representation of anomalous signals. This approach offers
an alternative solution to address the limitations of the
available dataset.

In traditional learning approaches, the model’s learning
ability is constrained by the data on which it has been
trained. If the training dataset is limited or lacks sufficient
representation of anomalous data, the model may struggle
to accurately predict and detect anomalies. However, the
proposed model overcomes this limitation by leveraging
the VAE’s latent space. This latent space contains a
probability distribution of anomalous data that may not
have been present in the training dataset.

The inclusion of the VAE and its latent space allows the
proposed model to capture and learn from the underlying
patterns and representations of anomalous data, even with
a small training set. This capability gives our model a
significant advantage over baseline approaches that rely
solely on traditional learning methods.

As a result, the experimental results demonstrate the
superiority of the proposed model in effectively detect-
ing and predicting anomalies compared to traditional
approaches. By leveraging the VAE’s latent space, the
proposed model can leverage the broader information con-
tained within the distribution of anomalous data, improv-
ing its ability to accurately identify and predict anomalies.

V. CONCLUSION

This paper has presented a novel approach, Latent Space
Coordination Relation for Anomaly Prediction, to address
the challenging task of anomaly prediction in real-world
systems. Our method tackles the issue of limited anomaly
data availability, which hinders the performance of existing
techniques. By leveraging the power of Variational Au-
toencoder (VAE) and exploiting the coordination relation
of points in the latent space, we achieve effective learning
and prediction of anomalies.

In future work, our aim is to further test our proposed
framework with various real-world datasets in order to
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Fig. 2. Two examples of predicted outputs of the anomaly (a) class iv and (b) class v. (1) is the expected signal output; (2) is the prediction from
the FF-NN with 72 nodes; (3) is the prediction from the FF-NN with 720 nodes; (4) is the prediction from the LSTM with 72 nodes; and (5) is the
prediction from our proposed method.

demonstrate its potential effectiveness. Additionally, we
found an opportunity to incorporate the idea of anomaly
classification into the framework.

ACKNOWLEDGEMENT

This research has received generous financial support
from Grant No. Research KRIS-007: 2565-02-06-007,
provided by the School of Information Technology at King
Mongkut’s Institute of Technology Ladkrabang.

REFERENCES

[1] J. Goh, S. Adepu, K. N. Junejo, and A. Mathur, “A dataset to
support research in the design of secure water treatment systems,”
in Critical Information Infrastructures Security. Cham: Springer
International Publishing, 2017, pp. 88–99.

[2] Singapore University of Technology and Design (SUTD), “Dataset
characteristics,” https://itrust.sutd.edu.sg/itrust-labs datasets/
dataset info/, 2017, accessed: 2021-06-17.

[3] M. Mijwil, A. Esen, and A. Alsaadi, “Overview of neural net-
works,” vol. 1, p. 2, 04 2019.

[4] S. Hochreiter and J. Schmidhuber, “Long short-term memory,”
Neural computation, vol. 9, no. 8, pp. 1735–1780, 1997.

[5] Y. Liu, Z. Su, H. Li, and Y. Zhang, “An lstm based classification
method for time series trend forecasting,” in 2019 14th IEEE
Conference on Industrial Electronics and Applications (ICIEA),
2019, pp. 402–406.

[6] M. Samin-Al-Wasee, P. S. Kundu, I. Mahzabeen, T. Tamim, and
G. R. Alam, “Time-series forecasting of ethereum price using
long short-term memory (lstm) networks,” in 2022 International
Conference on Engineering and Emerging Technologies (ICEET),
2022, pp. 1–6.

[7] S. Gopali, F. Abri, S. Siami-Namini, and A. S. Namin, “A compar-
ison of tcn and lstm models in detecting anomalies in time series
data,” in 2021 IEEE International Conference on Big Data (Big
Data), 2021, pp. 2415–2420.

[8] D. P. Kingma and M. Welling, “An introduction to variational
autoencoders,” Foundations and Trends® in Machine Learning,
vol. 12, no. 4, pp. 307–392, 2019. [Online]. Available:
http://dx.doi.org/10.1561/2200000056

[9] H. Hu, M. Liao, W. Mao, W. Liu, C. Zhang, and Y. Jing,
“Variational auto-encoder for text generation,” in 2020 IEEE 5th
Information Technology and Mechatronics Engineering Conference
(ITOEC), 2020, pp. 595–598.

[10] K. Goto and N. Inoue, “Learning vae with categorical labels for
generating conditional handwritten characters,” in 2021 17th Inter-
national Conference on Machine Vision and Applications (MVA),
2021, pp. 1–5.

[11] J. T. McCoy, S. Kroon, and L. Auret, “Variational autoencoders
for missing data imputation with application to a simulated
milling circuit,” IFAC-PapersOnLine, vol. 51, no. 21, pp.
141–146, 2018, 5th IFAC Workshop on Mining, Mineral
and Metal Processing MMM 2018. [Online]. Available: https:
//www.sciencedirect.com/science/article/pii/S2405896318320949

[12] R. Yao, C. Liu, L. Zhang, and P. Peng, “Unsupervised anomaly
detection using variational auto-encoder based feature extraction,”
in 2019 IEEE International Conference on Prognostics and Health
Management (ICPHM), 2019, pp. 1–7.

[13] N. Ngongo and O. Darteh, “Sales anomaly detection using auto-
matic time series decomposition,” Journal of Economics, Manage-
ment and Trade, pp. 13–21, 07 2022.

[14] D. Kim, J. Cha, S. Oh, and J. Jeong, “Anogan-based anomaly
filtering for intelligent edge device in smart factory,” in 2021 15th
International Conference on Ubiquitous Information Management
and Communication (IMCOM), 2021, pp. 1–6.

[15] T. T. Um, F. Pfister, D. Pichler, S. Endo, M. Lang, S. Hirche,
U. Fietzek, and D. Kulic, “Data augmentation of wearable sensor
data for parkinson’s disease monitoring using convolutional neural
networks,” Proceedings of the 19th ACM International Conference
on Multimodal Interaction, 2017.

[16] V. A. Shterev, N. S. Metchkarski, and K. A. Koparanov, “Time
series prediction with neural networks: a review,” in 2022 57th
International Scientific Conference on Information, Communication
and Energy Systems and Technologies (ICEST), 2022, pp. 1–4.

[17] Y. Sani, A. Mohamedou, K. Ali, A. Farjamfar, M. Azman, and
S. Shamsuddin, “An overview of neural networks use in anomaly
intrusion detection systems,” in 2009 IEEE Student Conference on
Research and Development (SCOReD), 2009, pp. 89–92.

[18] G. Qin, Y. Chen, and Y.-X. Lin, “Anomaly detection using lstm in
ip networks,” in 2018 Sixth International Conference on Advanced
Cloud and Big Data (CBD), 2018, pp. 334–337.

[19] W. Yang, R. Wang, and B. Wang, “Detection of anomaly stock price
based on time series deep learning models,” in 2020 Management
Science Informatization and Economic Innovation Development
Conference (MSIEID), 2020, pp. 110–114.

[20] T. Chalongvorachai and K. Woraratpanya, “Data imputation using
multivariate-vae approach for time series signals,” in 13th Joint
Symposium on Computational Intelligence (JSCI13), 2023.



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

43

Fig. 2. Two examples of predicted outputs of the anomaly (a) class iv and (b) class v. (1) is the expected signal output; (2) is the prediction from
the FF-NN with 72 nodes; (3) is the prediction from the FF-NN with 720 nodes; (4) is the prediction from the LSTM with 72 nodes; and (5) is the
prediction from our proposed method.

demonstrate its potential effectiveness. Additionally, we
found an opportunity to incorporate the idea of anomaly
classification into the framework.

ACKNOWLEDGEMENT

This research has received generous financial support
from Grant No. Research KRIS-007: 2565-02-06-007,
provided by the School of Information Technology at King
Mongkut’s Institute of Technology Ladkrabang.

REFERENCES

[1] J. Goh, S. Adepu, K. N. Junejo, and A. Mathur, “A dataset to
support research in the design of secure water treatment systems,”
in Critical Information Infrastructures Security. Cham: Springer
International Publishing, 2017, pp. 88–99.

[2] Singapore University of Technology and Design (SUTD), “Dataset
characteristics,” https://itrust.sutd.edu.sg/itrust-labs datasets/
dataset info/, 2017, accessed: 2021-06-17.

[3] M. Mijwil, A. Esen, and A. Alsaadi, “Overview of neural net-
works,” vol. 1, p. 2, 04 2019.

[4] S. Hochreiter and J. Schmidhuber, “Long short-term memory,”
Neural computation, vol. 9, no. 8, pp. 1735–1780, 1997.

[5] Y. Liu, Z. Su, H. Li, and Y. Zhang, “An lstm based classification
method for time series trend forecasting,” in 2019 14th IEEE
Conference on Industrial Electronics and Applications (ICIEA),
2019, pp. 402–406.

[6] M. Samin-Al-Wasee, P. S. Kundu, I. Mahzabeen, T. Tamim, and
G. R. Alam, “Time-series forecasting of ethereum price using
long short-term memory (lstm) networks,” in 2022 International
Conference on Engineering and Emerging Technologies (ICEET),
2022, pp. 1–6.

[7] S. Gopali, F. Abri, S. Siami-Namini, and A. S. Namin, “A compar-
ison of tcn and lstm models in detecting anomalies in time series
data,” in 2021 IEEE International Conference on Big Data (Big
Data), 2021, pp. 2415–2420.

[8] D. P. Kingma and M. Welling, “An introduction to variational
autoencoders,” Foundations and Trends® in Machine Learning,
vol. 12, no. 4, pp. 307–392, 2019. [Online]. Available:
http://dx.doi.org/10.1561/2200000056

[9] H. Hu, M. Liao, W. Mao, W. Liu, C. Zhang, and Y. Jing,
“Variational auto-encoder for text generation,” in 2020 IEEE 5th
Information Technology and Mechatronics Engineering Conference
(ITOEC), 2020, pp. 595–598.

[10] K. Goto and N. Inoue, “Learning vae with categorical labels for
generating conditional handwritten characters,” in 2021 17th Inter-
national Conference on Machine Vision and Applications (MVA),
2021, pp. 1–5.

[11] J. T. McCoy, S. Kroon, and L. Auret, “Variational autoencoders
for missing data imputation with application to a simulated
milling circuit,” IFAC-PapersOnLine, vol. 51, no. 21, pp.
141–146, 2018, 5th IFAC Workshop on Mining, Mineral
and Metal Processing MMM 2018. [Online]. Available: https:
//www.sciencedirect.com/science/article/pii/S2405896318320949

[12] R. Yao, C. Liu, L. Zhang, and P. Peng, “Unsupervised anomaly
detection using variational auto-encoder based feature extraction,”
in 2019 IEEE International Conference on Prognostics and Health
Management (ICPHM), 2019, pp. 1–7.

[13] N. Ngongo and O. Darteh, “Sales anomaly detection using auto-
matic time series decomposition,” Journal of Economics, Manage-
ment and Trade, pp. 13–21, 07 2022.

[14] D. Kim, J. Cha, S. Oh, and J. Jeong, “Anogan-based anomaly
filtering for intelligent edge device in smart factory,” in 2021 15th
International Conference on Ubiquitous Information Management
and Communication (IMCOM), 2021, pp. 1–6.

[15] T. T. Um, F. Pfister, D. Pichler, S. Endo, M. Lang, S. Hirche,
U. Fietzek, and D. Kulic, “Data augmentation of wearable sensor
data for parkinson’s disease monitoring using convolutional neural
networks,” Proceedings of the 19th ACM International Conference
on Multimodal Interaction, 2017.

[16] V. A. Shterev, N. S. Metchkarski, and K. A. Koparanov, “Time
series prediction with neural networks: a review,” in 2022 57th
International Scientific Conference on Information, Communication
and Energy Systems and Technologies (ICEST), 2022, pp. 1–4.

[17] Y. Sani, A. Mohamedou, K. Ali, A. Farjamfar, M. Azman, and
S. Shamsuddin, “An overview of neural networks use in anomaly
intrusion detection systems,” in 2009 IEEE Student Conference on
Research and Development (SCOReD), 2009, pp. 89–92.

[18] G. Qin, Y. Chen, and Y.-X. Lin, “Anomaly detection using lstm in
ip networks,” in 2018 Sixth International Conference on Advanced
Cloud and Big Data (CBD), 2018, pp. 334–337.

[19] W. Yang, R. Wang, and B. Wang, “Detection of anomaly stock price
based on time series deep learning models,” in 2020 Management
Science Informatization and Economic Innovation Development
Conference (MSIEID), 2020, pp. 110–114.

[20] T. Chalongvorachai and K. Woraratpanya, “Data imputation using
multivariate-vae approach for time series signals,” in 13th Joint
Symposium on Computational Intelligence (JSCI13), 2023.

Autonomous Pick-and-Place using Excavator Based
on Deep Reinforcement Learning

1st Cendikia Ishmatuka
Dept. of Electrical and Information Engineering

Universitas Gadjah Mada
Yogyakarta, Indonesia

cendikia.i@mail.ugm.ac.id

2nd Indah Soesanti
Dept. of Electrical and Information Engineering

Universitas Gadjah Mada
Yogyakarta, Indonesia

indahsoesanti@ugm.ac.id

3rd Ahmad Ataka
Dept. of Electrical and Information Engineering

Universitas Gadjah Mada
Yogyakarta, Indonesia

ahmad.ataka.ar@ugm.ac.id

Abstract—Excavator operation demands precise control be-
cause of the complicated nature of the tasks. Standard operation
of excavator by human worker generally lacks effectiveness and
efficiency which is vital in industrial processes. On the other
hand, conventional control methods generally rely on the exact
model of excavator which is difficult to obtain accurately. In this
paper, we proposed an alternative strategy to control excavator
using reinforcement learning in which the control policy is discov-
ered through learning process. The Proximal Policy Optimization
(PPO) is employed in this research to learn the policy. The
results show that the proposed approach can effectively operate
the excavator autonomously, especially in controlling the position
and orientation of the bucket towards the desired point without
prior knowledge of excavator’s kinematics. We have successfully
implemented the proposed method to perform pick-and-place
operation in the simulation scenario.

Index Terms—Excavator, Reinforcement Learning, Proximal
Policy Optimization, Control

I. INTRODUCTION

The use of heavy machinery, also known as earth-moving
machines, is important in various industries such as mining,
construction, and agriculture [1]–[3]. These machines are used
for digging foundations, building roads, processing soil, and
other tasks that require significant mechanical strength and
capability that may be difficult or time-consuming for humans
to accomplish. One of the most commonly used heavy machin-
ery in industries is an excavator. However, traditional manual
control of excavators by skillful operators could potentially
lead to a harsh working environment, low efficiency, and
high labor intensity [4]. Moreover, excavators are often used
in hazardous conditions such as open-pit and toxic chemical
mines, making the operator the weakest point in the control
process due to their limited flexibility in working in all
conditions [1].

Thus, over the past two decades, research has been con-
ducted to develop smart and automatic construction equip-

This research is funded by RTA Program Universitas Gadjah Mada with
the Grant Number 5075/UN1.P.II/Dit-Lit/PT.01.01/2023.

ment, particularly excavators, to improve production efficiency
and prevent construction accidents [1], [4]. Recently, the
machine learning paradigm of reinforcement learning has
been considered a potential approach to facilitate and expand
the capabilities of robotics in many fields. This approach
provides more benefits than classical control methods, such as
traditional inverse kinematics, which require significant efforts
in modeling complex systems like excavators.

In this paper, we proposed the a reinforcment-learning-
based control for excavator. We proposed the choice of ob-
servation space, reward function, and reinforcement learning
model’s hyperparameter to train a control policy in simulation
using the Proximal Policy Optimization (PPO) algorithm. The
trained control policy controls the excavator’s joint velocity to
move the bucket toward the desired position and orientation.
We show that the trained controller performs well and follows
the desired trajectory for pick-and-place use case.

In the following section, past literature will be reviewed.
Then, we present detailed information about the excavator’s
kinematics and Proximal Policy Optimization algorithm. And
finally, we provide the system description and the experiment
result in the last section.

II. RELATED WORK

Over the decades, many solutions have been developed to
perform automatic excavator control. One of the most popular
solutions for an autonomous excavator is the model-free ap-
proach PID (Proportional-Integral-Derivative) control. Feng et
al. [5] proposed a PID control for an excavator, using Improved
Generation Algorithm (IGA) for parameter tuning. This paper
[5] showed that the PID control with IGA parameter tuning
successfully enhances tracking accuracy compared with two
other methods (Standard Generation Algorithm and Ziegers-
Nichols). However, due to vibration and other causes, the
tracking deviations are still high. Another PID tuning algo-
rithm was proposed by Ye et al. [6] using Improved Particle
Swarm Optimization (IPSO) to find the best PID controller

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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gains for a non-hydraulic excavator system. This paper [6]
showed that the IPSO algorithm performs more effectively
than the Phase-Margin and Standard Particle Swarm Opti-
mization methods. The velocity and position hybrid control
for an excavator provided quick positioning and low energy
usage due to the possibility of completely opening the valve
to decrease throttling loss [7]. Zhang et al. [7] used a hybrid
control, where the system operates in velocity control mode
if the position mistake is too large. But, if it is near the goal
position, the system will switch to position control mode. On
the other hand, Jud et al. [8] employed a hybrid control system
depending on the excavator’s task. The control system uses
inverse kinematics to follow the intended trajectory in free
space. When it comes to the digging operation, the control
system uses inverse dynamics. Lee and Kim [9] proposed a
trajectory generation for each excavator’s joints using Virtual
Motion Camouflage (VMC). This generated trajectory is used
for obstacle avoidance and digging operation.

The kinematics and dynamics of the excavator are precise
mathematical descriptions necessary for all of the solutions
mentioned above. However, it isn’t easy to be obtained
accurately. Thus, reinforcement learning is another possible
approach that can be used for controlling the excavator without
knowing the kinematics and dynamics of the system. Agarwal
et al. [10] proposed a feedback mechanism as a reward for
the reinforcement learning policy. The dynamics and safety
distributions retrieved from the trajectory of the expert oper-
ators were used to create this feedback system. The reward
mechanism uses the KL divergence of the distributions and
the current action. A deep network PointNet++ model was
developed by Lu et al. [3] to analyze the local (shape and
surface properties of rigid bodies) and the global (layout and
object arrangement) features of the rigid bodies in a clutter.
This work [3] showed that the PointNet++ model is useful
for reducing the training time while still achieving a good
performance. Egli and Hutter, in their study [11], used a data-
driven approach to train the reinforcement learning model
and track the given trajectory. This paper [11] compared the
reinforcement learning model trained using the Trust Region
Policy Optimization algorithm and the inverse kinematics-
based control. More recently, Egli and Hutter in their research
[12] which is the extension and modifications to their previous
study [11], provided a general approach to develop a task-
space trajectory tracking controller system using a velocity
tracking controller. This method [12] was trained using the
Proximal Policy Optimization (PPO) algorithm, resulting in an
accurate control system. Another control system trained using
the PPO algorithm was provided by Egli et al. [13] to create an
excavator controller for soil excavation that can easily adjust
to the characteristics and properties of the soil.

In this paper, we proposed a reinforcement learning method
for excavator control based on PPO with the following con-
tributions:

• it proposes a list of observation regarding the state of the
excavator,

• it employs a new reward function considering position

Fig. 1. Frame coordinates of an excavator.

and orientation velocity error, where the target velocity
is retrieved from proportional control.

We will implement the proposed method to perform pick-and-
place use case in a simulation scenario.

III. KINEMATICS MODELING OF AN EXCAVATOR

In this paper, we regard an excavator as a manipulator. Thus,
this study does not include the undercarriage (drive wheel
part). An excavator has five links: the undercarriage as the
base link, the main body, the boom, the arm, and the bucket.
In addition, excavators have four joints connecting one link
to another. The frame coordinate of an excavator is shown in
Fig. 1.

A. Forward Kinematics

To know the position and orientation of the end effector
given the configuration space of the joints, the Denavit-
Hartenberg method (D-H) is used. The D-H method computes
four parameters: the angle of the joint (θ), the twist (α), which
is the angle of the z-axis of the end effector reconfigured to the
axis of the joint, the distance between two joints on the same
configuration of the z-axis (a), and the distance between two
joints on different configurations of the z-axis (d) [14]. Feng
et al. [5] have described the D-H parameters for an excavator
as shown in Table I. These D-H parameters are modified based
on the coordinates frame of an excavator shown in Fig. 1.

By knowing these D-H parameters, we can find out the po-
sition and orientation of each link by using the homogeneous
transformation defined as i−1T i [14]:

i−1
Ti =



cos(θi) − cos(αi) sin(θi) sin(αi) sin(θi) ai cos(θi)
sin(θi) cos(αi) cos(θi) − sin(αi) cos(θi) ai sin(θi)

0 sin(αi) cos(αi) di
0 0 0 1


 . (1)

Here, i−1T i is the homogeneous transformation of i-th link
with respect to the (i−1)-th link. According to the coordinate
frame shown in figure 1 and the D-H parameters of an
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the other hand, Jud et al. [8] employed a hybrid control system
depending on the excavator’s task. The control system uses
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for reducing the training time while still achieving a good
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tracking controller. This method [12] was trained using the
Proximal Policy Optimization (PPO) algorithm, resulting in an
accurate control system. Another control system trained using
the PPO algorithm was provided by Egli et al. [13] to create an
excavator controller for soil excavation that can easily adjust
to the characteristics and properties of the soil.
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tributions:

• it proposes a list of observation regarding the state of the
excavator,

• it employs a new reward function considering position
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and orientation velocity error, where the target velocity
is retrieved from proportional control.

We will implement the proposed method to perform pick-and-
place use case in a simulation scenario.

III. KINEMATICS MODELING OF AN EXCAVATOR

In this paper, we regard an excavator as a manipulator. Thus,
this study does not include the undercarriage (drive wheel
part). An excavator has five links: the undercarriage as the
base link, the main body, the boom, the arm, and the bucket.
In addition, excavators have four joints connecting one link
to another. The frame coordinate of an excavator is shown in
Fig. 1.

A. Forward Kinematics

To know the position and orientation of the end effector
given the configuration space of the joints, the Denavit-
Hartenberg method (D-H) is used. The D-H method computes
four parameters: the angle of the joint (θ), the twist (α), which
is the angle of the z-axis of the end effector reconfigured to the
axis of the joint, the distance between two joints on the same
configuration of the z-axis (a), and the distance between two
joints on different configurations of the z-axis (d) [14]. Feng
et al. [5] have described the D-H parameters for an excavator
as shown in Table I. These D-H parameters are modified based
on the coordinates frame of an excavator shown in Fig. 1.

By knowing these D-H parameters, we can find out the po-
sition and orientation of each link by using the homogeneous
transformation defined as i−1T i [14]:

i−1
Ti =



cos(θi) − cos(αi) sin(θi) sin(αi) sin(θi) ai cos(θi)
sin(θi) cos(αi) cos(θi) − sin(αi) cos(θi) ai sin(θi)

0 sin(αi) cos(αi) di
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 . (1)

Here, i−1T i is the homogeneous transformation of i-th link
with respect to the (i−1)-th link. According to the coordinate
frame shown in figure 1 and the D-H parameters of an

TABLE I
D-H PARAMETERS OF AN EXCAVATOR.

Joint ai αi di θi

1 a1 0 d1 θ1

2 a2
π
2

d2 θ2

3 a3 0 0 θ3

4 a4 0 0 θ4

excavator, the bucket coordinate O(x, y, z) and the bucket
orientation ϕ can be determined by [5]:

x = c1[a1 + a2c2 + a3c23 + a4c234]

y = s1[a1 + a2s2 + a3s23 + a4s234]

z = d1 + d2 + a2s2 + a3s23 + a4s234

ϕ = θ2 + θ3 + θ4

(2)

where c1 = cos(θ1), c23 = cos(θ2+ θ3), s1 = sin(θ1), and so
on.

B. Inverse Kinematics

Inverse kinematics is used to calculate the angle value of
each joint, given the position and orientation of the bucket in
the workspace. Taking into account the excavator’s posture,
the only valid inverse kinematics solution for the excavator is
the ”elbow-up” solution as shown in figure 1 [5], [9]. Given
the bucket coordinates O(x, y, z) and orientation ϕ, the angles
of each joint can be derived as follows [5], [9]:

θ1 = tan−1
(y
x

)

θ2 = α+ β + γ

θ3 = π − cos−1

(
a22 + a23 − PR2

2a2a3

)

θ4 = ϕ− θ2 − θ3

(3)

where α is the angle between PQ and PR, β is the angle
between PR and PO, and γ is the angle between PO and the
x-coordinate of the base. The distance between P and R can
be determined from the following equation [5]:

PR =
√
(xq − a1)2 + y2 + (zq − (d1 + d2))2

xq = x− a4 cos(ϕ)

zq = z − a4 sin(ϕ)

(4)

IV. PROXIMAL POLICY OPTIMIZATION

Proximal policy optimization (PPO) is a deep reinforcement
learning algorithm that belongs to the policy-based method. It
focuses on finding the best policy π(at|st) representing the
likelihood of an action at for a particular state st at time t.
It employs an actor-critic approach, where the actor estimates
the policy while the critic measures how good the action being
performed [15], [16].

The policy update (actor’s loss) is defined as [15], [16]:

LCLIP (θ) = Êt

[
min

(
rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât

)]
(5)

where:
rt(θ) =

πθ(at|st)
πθold(at|st)

(6)

indicates the likelihood ratio of the present policy πθ(at|st)
compared to the previous policy πθold(at|st). LCLIP (θ) taking
the minimum value of the unclipped term (rt(θ)Ât) and the
clipped one (clip(rt(θ), 1−ϵ, 1+ϵ)Ât) [16]. The r(t) is clipped
between 1−ϵ and 1+ϵ to prevent drastic policy changes where
ϵ stands for a hyperparameter. Ât is the advantages function
that can be calculated using Generalized Advantage Estimate
(GAE), formulated as follows [15]–[17].

Â
GAE(γ,λ)
t =

∞∑
l=0

(γλ)lδVt+l (7)

where:
δt = rt + γV (st+1)− V (st) (8)

Here, γ, λ, rt, and V (st) represent a discount factor, GAE
hyperparameter, reward at time t, and the value of state st.
The advantages function tells the actor if the chosen action
was significantly better or worse than the overall expected
return [17].

The critic is used to evaluate action taken by the actor by
minimizing the loss between the target value V target

t and the
estimated value Vω(st), defined by [15], [16]:

LV F
t = Êt[(V

target
t − Vω(st))

2] (9)

where V target
t = Ât + Vωold

(st) (10)

Hence, the overall objective which is approximately maxi-
mized after each iteration, is expressed by [15]:

LCLIP+V F+S
t (θ) = Êt

[
LCLIP (θ)− c1L

V F
t + c2S[πθ](St)

]
(11)

where S[ϕθ](st) is the entropy bonus, and c1, c2 are coeffi-
cients.

V. SYSTEM DESCRIPTION

A. Excavator Simulation

For the environment simulation, we used PyBullet [18]
and OpenAI Gym [19]. PyBullet [18] is a physics simulation
engine designed for robotics and machine learning researchers
who need to simulate complex physical interactions in a
3D environment. This physics engine provides many useful
functions, such as ’getLinkState’, ’getJointState’, etc that are
used as a sensor for control feedback. While OpenAI Gym
[19] is a powerful tool for developing RL environments and
testing RL algorithms in a standardized and reproducible way.

B. Observation Space and Action Space

A set of any possible observations that an RL agent may
get from its environment is referred to as the observation
space. The observation spaces given to the RL agent are the
joint angles (θ), joint angular velocity (θ̇), bucket’s position
in cartesian coordinates(p), bucket’s position error in cartesian
coordinates (pe), actions given to the joint (at), bucket’s linear
velocity (ṗ), bucket’s desired linear velocity (ṗd), bucket’s
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orientation (ϕ), bucket’s orientation error (ϕe), bucket’s ori-
entation angular velocity (ϕ̇), and bucket’s desired orientation
angular velocity (ϕ̇d).

Action space is a set of all possible actions an agent can
take in response to an observation from the environment. In
this research, the action space taken by the RL agent is the
excavator joint’s velocity (θ̇). We used a continuous action
space with a maximum velocity 0.3 rad and a minimum
velocity −0.3 rad.

C. Reward Function

The reward function represents the return or a feedback
signal received by the RL agent for performing an action in a
state at time t. The reward rt received by the agent at time t
is defined as:

rt = rṗt + rϕ̇t + rrt (12)

where:
rṗt = 4 ∗ exp(−||ṗd − ṗ||2)

rϕ̇t = −0.02 ∗ (ϕ̇d − ϕ̇)2

rrt = −0.075(||at − at−1||2)
(13)

The first two terms, rϕ̇t and rṗt , are used to encourage the
agent to track the bucket’s desired orientation angular velocity
(ϕ̇d) and bucket’s desired linear velocity (ṗd). The first term
uses exponential function to encourage the agent to track the
desired linear velocity in a smooth manner. The second term
does not use exponential since the error in angular velocity
is not as sensitive as the error in linear velocity. The desired
orientation velocity and the desired linear velocity are obtained
from ϕ̇d = Kp ∗ ϕe and ṗd = Kp ∗ pe, respectively. The final
term rrt guarantees that the excavator’s arm moves smoothly by
punishing significant changes in control actions at. We use the
constant Kp = 5.0 for all the experiments in the next section
since it provides an appropriate trade-off between accuracy
and stability. The weight values of the reward function are all
retrieved from trial and error to ensure satisfactory training
results.

D. Algorithm

In this study, we use Proximal Policy Optimization (PPO)
algorithm [15] provided by the Stable Baselines3 library [20]
to train the control policy. We also adjust the PPO algorithm’s
hyperparameters based on trial and error to achieve the best
outcomes for RL agent training. Table II shows the list of
hyperparameters used in the PPO algorithm.

VI. EXPERIMENTAL RESULT

In the simulation, we will control the excavator’s bucket
from one point to another, enabling it to follow a trajectory of
pick-and-place task. Hence, we set several destination points
consisting of target position and orientation pairs as target
points reflecting the pick-and-place operation as shown in
Table III. Here, xd, yd, zd are the position targets and ϕd is
the orientation targets. These points are all located in the
workspace of the excavator.

TABLE II
PPO HYPERPARAMETERS

Policy Hidden Layers 64x64, ReLU

Value Hidden Layers 64x64, ReLU

Discount Factor γ 0.99

GAE λ 0.95

Learning Rate 1× 10−4

Mini Batch Size 1024

Clip Range ϵ 0.2

Value Function Coefficient 0.5

Entropy Coefficient 0.0

Fig. 2. RL Agent’s Training Result.

The reinforcement learning agent was trained for 5 million
time steps and the training result is shown in Fig. 2. At
the beginning of the training, the agent appears to struggle
with optimizing its policy, as indicated by highly fluctuating
rewards. However, eventually, the agent was able to learn an
optimal policy and achieve convergence (i.e. the reward has
not changed significantly) where it achieves maximum average
episode length and reward.

After the model is trained, we validate the model per-
formance using the following bucket’s target position and
orientation: pd = [9.817, 0, 0.942] m, ϕd = −1.841 rad.
The bucket’s initial position and orientation are set to be
p0 = [8.27, 0, 4.48] m, ϕ0 = −0.7 rad (see Fig. 3). The
model can control the bucket’s position to the position target
quickly and can reach a steady state after 1337 steps (see Fig.
3a) with a small root mean square position error of xRMSE =
1.1825 × 10−2 m, yRMSE = 6.0773 × 10−4 m, zRMSE =
2.9495 × 10−2 m. In addition, the bucket’s orientation error
also approaches 0 as the step increases with root mean square
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agent to track the bucket’s desired orientation angular velocity
(ϕ̇d) and bucket’s desired linear velocity (ṗd). The first term
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retrieved from trial and error to ensure satisfactory training
results.

D. Algorithm
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algorithm [15] provided by the Stable Baselines3 library [20]
to train the control policy. We also adjust the PPO algorithm’s
hyperparameters based on trial and error to achieve the best
outcomes for RL agent training. Table II shows the list of
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In the simulation, we will control the excavator’s bucket
from one point to another, enabling it to follow a trajectory of
pick-and-place task. Hence, we set several destination points
consisting of target position and orientation pairs as target
points reflecting the pick-and-place operation as shown in
Table III. Here, xd, yd, zd are the position targets and ϕd is
the orientation targets. These points are all located in the
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Clip Range ϵ 0.2

Value Function Coefficient 0.5
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Fig. 2. RL Agent’s Training Result.

The reinforcement learning agent was trained for 5 million
time steps and the training result is shown in Fig. 2. At
the beginning of the training, the agent appears to struggle
with optimizing its policy, as indicated by highly fluctuating
rewards. However, eventually, the agent was able to learn an
optimal policy and achieve convergence (i.e. the reward has
not changed significantly) where it achieves maximum average
episode length and reward.

After the model is trained, we validate the model per-
formance using the following bucket’s target position and
orientation: pd = [9.817, 0, 0.942] m, ϕd = −1.841 rad.
The bucket’s initial position and orientation are set to be
p0 = [8.27, 0, 4.48] m, ϕ0 = −0.7 rad (see Fig. 3). The
model can control the bucket’s position to the position target
quickly and can reach a steady state after 1337 steps (see Fig.
3a) with a small root mean square position error of xRMSE =
1.1825 × 10−2 m, yRMSE = 6.0773 × 10−4 m, zRMSE =
2.9495 × 10−2 m. In addition, the bucket’s orientation error
also approaches 0 as the step increases with root mean square

TABLE III
POSITION AND ORIENTATION TARGETS FOR PICK AND PLACE TASK AND THE MODEL VALIDATION RESULT.

Index xd yd zd ϕd xRMSE yRMSE zRMSE ϕRMSE

target (m) (m) (m) (rad) (m) (m) (m) (rad)

1 8.27 0 4.48 −0.7 0.012 0 0.026 0.355

2 9.817 0 0.942 −1.841 0.011 0.001 0.029 0.048

3 8.22 0 0.75 −2.073 0.014 0.013 0.007 0.121

4 6.64 0 1.104 −2.966 0.013 0.019 0.018 0.073

5 6.64 0 2.08 −2.874 0.008 0.017 0.011 0.017

6 8.19 0 2.11 −1.292 0.011 0.012 0.014 0.338

(a) (b)

(c) (d)

Fig. 3. Model validation result, where (a) shows position error each step, (b)
shows orientation error each step, (c) shows the θ of each excavator’s link
(boom, arm, and bucket) for each step, and (d) shows reward earned by the
agent for each step.

orientation error of ϕRMSE = 4.8988 × 10−2 rad (see Fig.
3b). Then from Fig. 3c, we can see that the angle value θ
for each links is stable at θboom = −0.2110 rad, θarm =
0.5520 rad, and θbucket = 1.5639 rad. This means that the
bucket’s orientation is given by:

ϕ = −(θboom + θarm + θbucket)

ϕ = −(−0.2110 rad+ 0.5520 rad+ 1.5639 rad)

ϕ = −1.9048 rad.

Here, the value of ϕ is very close to the desired orientation
value ϕd of −1.841 rad. The reward obtained by the RL
agent converges to the maximum value even though it’s
highly fluctuating (see Fig. 3d). This is normal because the
reward term rϕ̇t can be changed drastically even if there is
a small change in the bucket’s orientation error. And all of
the validation model results for the remaining position and
orientation targets are summarized in Table III.

Finally, we test the model in a pick-and-place scenario
where the controller has to follow a trajectory. We track the
bucket’s position when performing a pick operation, shown
in Fig. 4 and Fig 5. The video version of the movement
can also be found here: https://bit.ly/PickNPlace. Thus, the
experimental results show that the reinforcement learning
model successfully controls the excavator to perform pick-
and-place operation.

VII. CONCLUSION

In summary, this research implemented the reinforcement
learning control for excavator based on PPO algorithm. The
proposed method provides an advantage compared to tradi-
tional control methods, as it was able to adapt and learn
an optimal policy through interactions with the environment
wihtout relying on the model of the excavator. Specifically,
the PPO algorithm effectively controlled the excavator bucket
to move from one point to another along a trajectory and
achieve convergence with maximum average episode length
and reward.

The experimental results showed that the proposed approach
could control the excavator in real-world scenarios, such as
pick and place tasks, with high accuracy and efficiency. This
work contributes to developing intelligent and autonomous
excavator control systems and opens up new opportunities for
further research in this area. In the future, comparison between
reinforcement learning control and conventional control in real
excavator system can be evaluated.
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Abstract—The use of mecanum wheels for mobile robots has led
to more flexibility in terms of the robots’ navigation ability. This
usage, however, leads to a more complex control system which
mainly relies on a complete knowledge of the robot’s kinematic
model. This research aims to show that reinforcement learning
can help develop control systems for robots with mecanum wheels.
Since reinforcement learning does not require the robot’s model
explicitly to generate the control action, it can deal with the
uncertainty and nonlinearity of the robot model by learning the
action directly from interaction with the environment. In the
paper, we proposed a novel reward function specifically designed
for mecanum-wheeled robot control. The reward function is used
to train the reinforcement learning algorithm to produce control
signal for mecanum-wheeled robot. The results demonstrate the
promising capability of reinforcement learning in controlling
mecanum-wheeled robot towards a target location while main-
taining its orientation.

Index Terms—Reinforcement Learning, Mecanum-wheeled
Robot, Robot Control, Robot Navigation

I. INTRODUCTION

In recent years, robots have been widely used in various
industrial sectors [1]. This is mainly caused by the fact that
robots have excellent performance and reliability on repetitive
and heavy tasks such as moving heavy objects from one place
to another. Mobile robots are suitable for this kind of tasks
and are now being used in industrial warehouses [2]. Most
warehouses have very limited space for robots to move around
and maneuver, so the robots must have exceptional maneuver-
ability. This can be achieved by employing mecanum wheels
for mobile robots such that they will have an omnidirectional
capability to move freely in 2-dimensional space [3].

However, this types of wheel presents more challenges
when installed on autonomous mobile robots compared to
conventional wheels. Mecanum wheels rely on the direction and
magnitude of the frictional forces between the rubber tires and
the ground surface. It is possible that there is an inconsistency
in the direction and magnitude of the frictional forces generated
by the wheels. In that case, the movement of the vehicle

This research is funded by RTA Program Universitas Gadjah Mada with the
Grant Number 5075/UN1.P.II/Dit-Lit/PT.01.01/2023.

or robot becomes less predictable. Therefore, more advanced
control technique is required to ensure that the robot can still
perform the desired movement.

One of the works proposing a control method for mecanum-
wheeled robot was reported in [4]. They proposed a non-linear
adaptive control based on back-stepping to produce robot’s
movement. However, they relied on the complete knowledge
of kinematics and dynamics model of the robot. Another prior
work combined a neural network and proportional-derivative
(PD) control [5]. The neural network here was used to com-
pensate the non-linearity of the robot’s model. While it has
been shown that the addition of neural network improves the
performance of the trajectory controller, the reliance on the PD
controller still requires manual parameter’s tuning in addition to
the tuning of the network’s hyperparameter in learning process.
It is not clear what is the best way to choose these two types
of parameters.

One class of machine learning which can be applied directly
to control problem is reinforcement learning. In recent years,
deep reinforcement learning, which combines deep neural net-
work and reinforcement learning framework, has been shown
to perform successfully in various problems, such as Atari
games [6], [7], chess, Go, as well as Dota2 [8]- [9]. Unlike
conventional neural network which maps a particular input to
an output, deep reinforcement learning produces an action (i.e.
control signal) from an observation (derived from sensor data)
and a reward function. This has led to its usage in robotics,
such as legged robot control [10], driverless car [11], industrial
manipulator control [12], mobile robot navigation [13], and
growing robot navigation [14].

In this paper, we propose a control system based on deep
reinforcement learning (RL) to control mecanum-wheeled mo-
bile robot. The reinforcement learning is able to produce
control action without relying on the knowledge regarding the
physical parameter of the mecanum robot. Rather, it learns
by performing trial and error from a novel reward function
that we developed specifically for mecanum-wheeled robots.
To the best of our knowledge, this is the first attempt on using

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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Fig. 1: Diagram of a mobile robot with 4 mecanum wheels.

deep reinforcement learning for controlling mobile robots with
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II. MECANUM-WHEELED MOBILE ROBOT

Mecanum Robot is a type of wheeled robot employing a
special type of wheels called mecanum wheels. Mecanum
wheels are designed to move omnidirectionally, employing a
set of freely-rotating rollers directed at an angle of 45◦ with
respect to the wheels’ main direction. These rollers produce
another velocity component which enables the wheel to move
in a certain direction with respect to the wheel’s main direction.
This is illustrated in Fig. 1. Employing at least 3 mecanum
wheels enables the mobile robot to freely move in any direction.
In this paper, however, we focus on a mobile robot with 4
mecanum wheels as depicted in Fig. 1.

The list of parameters in Fig. 1 is described as follows:
• X and Y specify the world frame,
• XROYR is the frame attached to the center of the robot,
• viw, i=1,2,3,4 is the speed of the wheel in its main

direction,
• vir is the speed of the passive rollers on wheel-i directed

at an angle of 45◦ with respect to the direction of viw,
• ωi is the rotation speed of wheel i,
• vx and vy is the robot’s linear speed,
• ωz is the robot’s angular speed,
• lx is half the distance between 2 front wheels while ly is

half the distance between the front and the back wheels,
• r is the wheels’ radius while θ is the robot’s orientation

with respect to the world frame.
From geometry and the mechanical properties of the robot,

the forward kinematics can be described as follows [15]:
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Fig. 2: Reinforcement learning for Mecanuum robot control.

III. REINFORCEMENT-LEARNING-BASED CONTROL

A. Mecanuum Robot Reward Function

Reinforcement Learning (RL) is a type of machine learning
which trains an agent to perform a task in an environment via
trial and error [16]. By performing an action to an environment,
the agent receives a reward and an observation describing the
state of an environment. By learning which action produces the
most cumulative reward, the agent can then produces the most
optimal action in a particular state of an environment. This is
called a policy, π(a|s), describing how probable an action a is
performed on a particular state s. The illustration on how the
RL works is shown in Fig. 2.

One the most crucial part of RL is the reward function
which describes how good an action produced by an agent
on a particular state. This function guides the learning process
because it implicitly reflects the desired behavior that the agent
needs to learn. However, this function is not readily available
for various robotic tasks, including mecanum-wheeled mobile
robot. Here, we proposed a reward function which can be a
good candidate for mecanum-wheeled robot control.

The goal of the mecanum-wheeled robot control is to guide
the robot from an arbitrary position towards a target location. In
doing so, to maximize the robot’s capability to move omnidi-
rectionally, the robot is expected to move without modifying its
orientation. This is a property unique to the mecanum-wheeled
robot and the corresponding reward function needs to optimize
this capability. Therefore, the reward function should consist of
two components: the first focusing on the distance towards a
target while the second one focusing on penalizing orientation
error. The proposed reward, called Orientational Gain Reward
Function (OGRF) is explained in Algorithm 1.

The first condition in the reward function calculation is to
check whether the robot is still inside a boundary radius r and
whether the orientation error does not exceed a certain limit
cθ. These two conditions are used to ensure that a penalty is
given when the robot moves far more than a certain boundary
or if the orientation moves far beyond the target. Here, we use
a normalized orientation error described as:

ēθ = |(eθ × (180/π))/180|, (2)

eθ refers to the real value of orientation such that ēθ has a
range of values between 0 and 1.

If the condition is satisfied, the reward is in the form of
two position error terms, denoted as R1 and R2, multiplied by
(1 − ēθ). The term R1 and R2 will both be maximum when
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wheels are designed to move omnidirectionally, employing a
set of freely-rotating rollers directed at an angle of 45◦ with
respect to the wheels’ main direction. These rollers produce
another velocity component which enables the wheel to move
in a certain direction with respect to the wheel’s main direction.
This is illustrated in Fig. 1. Employing at least 3 mecanum
wheels enables the mobile robot to freely move in any direction.
In this paper, however, we focus on a mobile robot with 4
mecanum wheels as depicted in Fig. 1.

The list of parameters in Fig. 1 is described as follows:
• X and Y specify the world frame,
• XROYR is the frame attached to the center of the robot,
• viw, i=1,2,3,4 is the speed of the wheel in its main
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III. REINFORCEMENT-LEARNING-BASED CONTROL

A. Mecanuum Robot Reward Function

Reinforcement Learning (RL) is a type of machine learning
which trains an agent to perform a task in an environment via
trial and error [16]. By performing an action to an environment,
the agent receives a reward and an observation describing the
state of an environment. By learning which action produces the
most cumulative reward, the agent can then produces the most
optimal action in a particular state of an environment. This is
called a policy, π(a|s), describing how probable an action a is
performed on a particular state s. The illustration on how the
RL works is shown in Fig. 2.

One the most crucial part of RL is the reward function
which describes how good an action produced by an agent
on a particular state. This function guides the learning process
because it implicitly reflects the desired behavior that the agent
needs to learn. However, this function is not readily available
for various robotic tasks, including mecanum-wheeled mobile
robot. Here, we proposed a reward function which can be a
good candidate for mecanum-wheeled robot control.

The goal of the mecanum-wheeled robot control is to guide
the robot from an arbitrary position towards a target location. In
doing so, to maximize the robot’s capability to move omnidi-
rectionally, the robot is expected to move without modifying its
orientation. This is a property unique to the mecanum-wheeled
robot and the corresponding reward function needs to optimize
this capability. Therefore, the reward function should consist of
two components: the first focusing on the distance towards a
target while the second one focusing on penalizing orientation
error. The proposed reward, called Orientational Gain Reward
Function (OGRF) is explained in Algorithm 1.

The first condition in the reward function calculation is to
check whether the robot is still inside a boundary radius r and
whether the orientation error does not exceed a certain limit
cθ. These two conditions are used to ensure that a penalty is
given when the robot moves far more than a certain boundary
or if the orientation moves far beyond the target. Here, we use
a normalized orientation error described as:

ēθ = |(eθ × (180/π))/180|, (2)

eθ refers to the real value of orientation such that ēθ has a
range of values between 0 and 1.

If the condition is satisfied, the reward is in the form of
two position error terms, denoted as R1 and R2, multiplied by
(1 − ēθ). The term R1 and R2 will both be maximum when

the robot reaches the target. Similarly, the term (1 − ēθ) will
be maximum when the robot stays at a target orientation (i.e.
eθ ≃ 0). If the condition is not satisfied, the episode is set to be
done and the reward is given in the form of negative number of
steps left in the episode. The earlier the condition is violated,
the more negative the reward will be.

The proposed reward function we use here is a positive
reward. This type of reward is chosen because providing a
negative reward can lead the agent to end the episode as quickly
as possible by taking actions that violate the given constraints.
In that case, the agent will end up receiving a sub-optimal
reward, and hence, it will fail to properly learn the required
task [17].

Algorithm 1 Orientational Gain Reward Function

Input:
max coordinate = maximum coordinate
(xs, ys) = start point coordinate
(xt, yt) = target point coordinate
(x, y) = instantaneous robot’s coordinate
ēθ = normalized orientation error
r = environment boundary radius
step = number of performed steps
cθ = the orientation error constraint

Output:
T = A Boolean indicating whether an episode is

finished
RT = total reward obtain by the agent

T = False
radius = x2 + y2

R1 =| xs − xt | − | x− xt |
R2 =| ys − yt | − | y − yt |
if radius < r2 and ēθ < cθ then

RT = (R1 +R2)× (1− ēθ)
else

T = True
steps left = 10000− step
RT = −steps left

end if

B. Reinforcement Learning Algorithm

In trying to learn the best policy, one approach is to estimate
a state-action-value function Q(St, At) describing how good an
action At in a paritulcar state St at time t is. It is defined as:

Q(s, a) = Eπ[Gt|St, At], (3)

where return Gt is defined as:

Gt = Rt+1 + γRt+2 + ... =

∞∑
k=0

γkRt+k+1. (4)

Here, Rt is defined as the reward at time t while γ is the
discount factor.

One popular approach in estimating the state-action-value
function is the Deep Q Network (DQN) [7] which employs
Bellman equation to update the estimated value as follows:

Qi+1(s, a) = Q∗(s, a) = E[r + γmax
a′

Qi(s
′, a′)], (5)

Fig. 3: Mecanum robot simulation in PyBullet.

Parameter Value
Robot body mass 100 kg
Robot body size 0.35× 0.2× 0.3 m

Wheels’ mass 2 kg / wheel
Wheels’ dimension r = 0.1 m, w = 0.045 m

TABLE I: Robot’s characteristics

where s, and s′ refer to the current and next state, a, and a′

refer to the current and next action, while r refers to the current
reward. DQN employs a neural network with weight θ as a Q-
value estimator, Q(s, a; θ) ≈ Q∗(s, a). To update the network,
a replay buffer is used to store the experience on a certain
duration. A random sampling from the buffer is then used to
update the network based on the following loss function:

Li(θi) = E
(s,a,r,s′)∼U(D)

[(r + γ max
a′

Q(s
′
, a

′
; θ

−
i

) − Q(s, a; θi))
2
]. (6)

Here, r+γmaxa′ Q(s′, a′; θ−i ) is the target value at iteration i,
θ−i is the target network parameter at iteration i, while θi is the
Q-network parameter at iteration i. Tuple (s, a, r, s′) refers to
a sample containing the current state, action, reward, and next
state from the experience replay D.

In this paper, we employed a modification of DQN, called
Quantile Regression DQN (QR-DQN) [18]. The QR-DQN
employs value distribution of return, instead of expected value
of return likes conventional DQN. RL that focuses on value
distribution has several advantages: it reduces chattering effect,
reduces the effect of state aliasing, and enriches the information
used in making predictions.

IV. SIMULATION RESULTS

A. Research Methods

The proposed method will be evaluated in a simulation
scenario using PyBullet physics simulation [19]. The model of
mecanum-wheeled robot is imported to the simulation using a
format provided by OpenAI Gym, a standard API for reinforce-
ment learning [20]. To implement the reinforcement learning
algorithm, we employ Stable-Baselines3 library [21]. Finally,
Tensorboard is employed to analyze the learning process [22].
An example of the simulation showing the robot is shown in
Fig. 3. The specifications of the 4-wheeled mecanum robot that
will be used in the environment and the entire experimental
setup are given in Table I. The hyperparameters of the QR-
DQN algorithm used in the experiment are shown in Table II.
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QR-DQN Algorithm
Hyperparameter Value

n-quantile 110
Learning rate 5× 10−5
learning starts 2× 105

Buffer size 6× 106

Batch Size 512
Training frequency 4

Target update interval 1000
Discount factor (γ) 0.99
Exploration fraction 0.26

Exploration initial epsilon 1.0
Exploration final epsilon 0.05

TABLE II: Hyperparameters of the QR-DQN

Parameter Value Description
Episode’s length 10000 step
Learning’s length 15× 106 step

action space 19 discrete
observation space 11 (x, y), (vx, vy), ωz , (xt, yt)

ex, ey , Edist, eθ

TABLE III: Parameters of environment

We choose 19 types of discrete action which represents
different variation of robot’s movement as described in Table
IV. Here, RF, LF, RR, and LR refer to right front, left front,
right rear, and left rear wheels while CCW and CW refer
to counter clock-wise and clock-wise respectively. As we can
see, the choice of action space ensures that all different types
of movement are considered, including static, movement in a
particular axis, movement in a particular quadrant, and pure
rotation. Therefore, it covers all positive and negative axis as
well as all 4 quadrants.

The observation space used as a state information of the robot
consists of the robot’s location (x and y), the robot’s velocity
(vx and vy), the robot’s angular speed ωz , the target location (xt

and yt), the position error (ex and ey), the Euclidean distance
between the robot and the target Edist, and the orientation error
eθ. The environment parameter used in this experiment can be
seen in Table III.

To ensure that the robot can learn to move towards an
arbitrary target, the following steps were performed:

1) Create a list of starting and target point coordinates
obtained by running a uniform distributed number gen-
erating function which will sample N values within the
range of -1 to 1. This function will generate numbers that
will later enter two arrays.

2) The arrays’ members with the same index value will
become pairs of points (x, y), for example (x0, y0). Thus,
N coordinate points will be obtained. When the first
episode starts, the starting point coordinate is (x0, y0)
and the target point coordinate is (xN−1, yN−1). Then,
when entering the second episode, the starting point
coordinate is (x1, y1) and the target point coordinate is
(xN−2, yN−2), and so on. The cycle will be repeated
after N episodes.

3) These pairs of points are then given to the agent to learn
how to complete one task in one episode while obtaining
the maximum possible reward.

Action Movement SpeedRF LF RR LR
0 0 0 0 static -
1 0 0 1 quadrant 2 high
1 -1 -1 1 x negative high
0 -1 -1 0 quadrant 3 high
-1 -1 -1 -1 y negative high
-1 0 0 -1 quadrant 4 high
-1 1 1 -1 x positive high
0 1 1 0 quadrant 1 high
1 1 1 1 y positive high

0.5 0 0 0.5 quadrant 2 low
0.5 -0.5 -0.5 0.5 x negative low
0 -0.5 -0.5 0 quadrant 3 low

-0.5 -0.5 -0.5 -0.5 y negative low
-0.5 0 0 -0.5 quadrant 4 low
-0.5 0.5 0.5 -0.5 x positive low

0 0.5 0.5 0 quadrant 1 low
0.5 0.5 0.5 0.5 x positive low
-1 1 -1 1 CCW rotation high
1 -1 1 -1 CW rotation high

TABLE IV: The list of discrete actions

Finally, we choose two types of orientation error constraints
in the experiment: one value corresponds to a loose constraint
(cθ = 0.4) while the other one represents a strict constraint
(cθ = 0.2). For the loose constraint case, the agent is allowed
to continue learning for higher orientation error compared to
the strict constraint case.

B. Results and Discussion

The desired task is for the mecanum robot to move from
one point to another while minimizing orientation error. In
every cycle, the robot will start from a starting point and move
towards a target point. When the agent arrives at the target
point, it must ensure that the mecanum robot remains stationary
at that point for a certain time before moving on to the next
target point.

The results of training data is shown in Fig. 4, with two
data sets from two RL learning processes. The data labeled
as” loose” (orange line) indicates the RL process with loose
constraints, while the other data (blue lines) comes from the
RL process with strict constraints. Here, we show the episode’s
length (Fig. 4a), the reward (Fig. 4b), and the training loss (Fig.
4c)

From the Tensorboard data, it can be seen that the agent
with loose constraints was able to achieve the maximum
episode length and the maximum average reward value in a
single episode higher than the one using strict constraint. The
maximum reward average can be obtained by dividing the
maximum reward value in Fig. 4b by the maximum episode
length in Fig. 4a, which then yields a value of 5.456. The
maximum reward value that can be obtained theoretically is 6
points, which means that the reward achieved by the agent is
around 90.9% of the maximum reward value. This indicates
that the agent successfully learn the task because it manages
to gather an almost-optimal reward. Apart from the episode
length and reward, we can also observe that the learning loss
for the case with loose constraint decreases faster than the strict
constraint as shown in Fig. 4c.
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Finally, we choose two types of orientation error constraints
in the experiment: one value corresponds to a loose constraint
(cθ = 0.4) while the other one represents a strict constraint
(cθ = 0.2). For the loose constraint case, the agent is allowed
to continue learning for higher orientation error compared to
the strict constraint case.

B. Results and Discussion

The desired task is for the mecanum robot to move from
one point to another while minimizing orientation error. In
every cycle, the robot will start from a starting point and move
towards a target point. When the agent arrives at the target
point, it must ensure that the mecanum robot remains stationary
at that point for a certain time before moving on to the next
target point.

The results of training data is shown in Fig. 4, with two
data sets from two RL learning processes. The data labeled
as” loose” (orange line) indicates the RL process with loose
constraints, while the other data (blue lines) comes from the
RL process with strict constraints. Here, we show the episode’s
length (Fig. 4a), the reward (Fig. 4b), and the training loss (Fig.
4c)

From the Tensorboard data, it can be seen that the agent
with loose constraints was able to achieve the maximum
episode length and the maximum average reward value in a
single episode higher than the one using strict constraint. The
maximum reward average can be obtained by dividing the
maximum reward value in Fig. 4b by the maximum episode
length in Fig. 4a, which then yields a value of 5.456. The
maximum reward value that can be obtained theoretically is 6
points, which means that the reward achieved by the agent is
around 90.9% of the maximum reward value. This indicates
that the agent successfully learn the task because it manages
to gather an almost-optimal reward. Apart from the episode
length and reward, we can also observe that the learning loss
for the case with loose constraint decreases faster than the strict
constraint as shown in Fig. 4c.

(a) (b) (c)

Fig. 4: Tensorboard data of experiments showing (a) episode’s length, (b) reward, and (d) loss

(a) (b) (c)

Fig. 5: Simulation data for the case of loose constraints: (a) orientation error, (b) Euclidean distance, (c) path taken by the robot.

(a) (b) (c)

Fig. 6: Simulation data for the case of strict constraints: (a) orientation error, (b) Euclidean distance, (c) path taken by the robot

To see how the algorithm performs in the mecanum robot, we
present the implementation data in Fig. 5 for the case with loose
constraint and Fig. 6 for the case with strict constraint. We show
the orientation error, Euclidean distance between the robot’s
final position and the target, as well as the path taken by the
robot (blue lines) from one target to another (red dot). We can
see that in both cases, the robot is able to move from one target
to another. However, the case with loose constraint produces
better orientation error and better average Euclidean distance
error. We can also observe that the case with strict constraint
fails to reach target points in the last part of the movement
when the orientation error is too large. This is the case because
the use of strict constraint limits the agent’s learning experience
compared to the case of loose constraint. From the experiments
conducted, it can be concluded that the RL with the proposed
reward have successfully performed the assigned task to guide

the movement of mobile robots with four mecanum wheels.

V. CONCLUSION

In this paper, we propose a control of mobile robots with
four mecanum wheels based on deep reinforcement learning.
We design a reward function specifically for mecanum robots.
The results show that reinforcement learning with a proper
reward function has successfully controlled the movement of
mecanum robot from one point to arbitrary target point. This
can be achieved with very small orientation error, hence,
maximizing the capability of the mecanum wheels in moving
freely without modfying its orientation. Furthermore, using
reinforcement learning simplifies the mathematical calculations
in modeling mecanum robot systems, including the uncertainty
and nonlinearity that inevitably occurs in mecanum robots.
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Future works can explore further applications of this method
to a more challenging navigation task using mecanum robots.
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Future works can explore further applications of this method
to a more challenging navigation task using mecanum robots.
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Abstract—Automating an excavator in construction tasks proves
to be challenging. While conventional kinematics control can be
employed to produce motion, the challenge lies in the perception
task: how to distinguish and detect various objects in construction
sites. These include construction objects (rocks, sands, etc) as well
as vehicles for object storage. This paper proposed vision-based
excavator control combining deep learning and inverse kinematics
to perform pick-and-place operation. The perception side is
handled by a convolution neural network to detect target object
and vehicle for object storage. Combined with depth information,
the location of the objects are determined. This information will
be sent to the control side to calculate the target joints of the
excavator using inverse kinematics. Finally, joint velocity control
is employed to ensure the excavator’s joints reach the target. The
results confirm that the proposed control successfully performs
autonomous pick and place in simulated environment.

Index Terms—Visual-Based Control, Excavator Control, Pick-
and-Place, Inverse Kinematics, Deep Learning

I. INTRODUCTION

Heavy machines such as excavator have been widely used
in various fields such as construction, agriculture, and mining
[1], [2]. Due to their flexibility, excavators have been used for
complex tasks such as digging, picking and placing objects,
and soil trenching. These tasks are normally handled by human
operators and suffers from low efficiency as well as high
labor intensity [3]. The reliance on human operators also limits
the usage of excavators in hazardous situations such as toxic
chemical mines and open pit [1].

This research is partially-funded by ABAROBOTICS, a robotics, automation,
and artificial intelligence company in Semarang, Central Java, Indonesia, and
Department of Electrical and Information Engineering, Universitas Gadjah
Mada, Indonesia.

Despite the rise of automation in various different fields,
automating excavator proves to be a challenging problem.
While conventional kinematics control can be employed to
produce motion, the challenge lies in the perception task: how
to distinguish and detect various objects in construction sites
[1]. Examples of these objects include construction objects
(rocks, sands, etc) as well as vehicles for object storage. Since
the perception result is used in the control loop, it is necessary
to perform perception task as quickly and accurate as possible.

Some of the works proposing an autonomous excavator
used the PID (Proportional-Integral-Derivative) control com-
bined with optimization technique such as Improved Generation
Algorithm [4] and Particle Swarm Optimization [5]. Another
line of works proposed a hybrid control between the velocity
and position control depending on the value of error [6] and
depending on the types of tasks [7]. However, all of these
works focus more on trajectory control without perception
module, so they cannot be directly implemented to perform
a specific excavation task such as picking-and-placing due to
the lack of perception capability. Another work proposed joint-
level trajectory generation based on Virtual Motion Camouflage
(VMC) for obstacle avoidance and digging task [8]. However,
it suffers from the same problem as the previously-mentioned
works.

Another line of work tried to use reinforcement learning, a
class of machine learning which learns through an interaction
with environment, to control excavator without kinematics and
dynamics model of the system. Examples include Agarwal et
al. [9], Egli et al [10], [11], [12], and Lu et al. [2]. One of the
works employed a feedback system derived from trajectory of
the expert operators as a reward for the reinforcement learning

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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Fig. 1: ASTA Autonomous Excavator by ABAROBOTICS used
in this research.

Fig. 2: Joint Diagram of Excavator.

[9]. A deep network model used to perform features analysis is
used to train the reinforcement learning to perform trajectory
tracking [2]. Trajectory tracking control in the excavator’s task
space was also developed in [10], [11], [12]. However, while
reinforcement learning is useful in certain tasks, conventional
control is still superior in producing motion consistently, espe-
cially if the kinematics is available. Another recent work which
employed imitation learning to learn the policy from expert
demonstration [13] suffers from the same problem.

In this paper, we propose vision-based excavator control
combining deep learning and inverse kinematics control to
perform pick-and-place operation. The main contribution is
combining visual and depth-based perception module (using
deep learning and depth information) and kinematic control
to control the excavator. The perception side is handled by a
convolution neural network to detect target object and vehicle
for object storage. Combined with depth information, the
location of the objects are determined. This information will
be sent to the control side to calculate the target joints of
the excavator using inverse kinematics. Finally, joint velocity
control is employed to ensure the excavator’s joints reach the
target.

II. EXCAVATOR MODEL

The excavator used in the paper is based on ASTA Excavator,
an autonomous excavator product by ABAROBOTICS, as
shown in Fig. 1. An excavator consists of four joints as shown
in Fig. 2: swing joint relative to z axis, the boom, arm, and

bucket joint relative to the x axis. ASTA Excavator consists
of sensors, actuators, and controller systems embedded in an
existing conventional excavator. For pose detection, it consists
of encoders to detect the joint angle, especially the boom, arm,
and bucket joints. To detect the swing joint, it uses Inertial
Measurement Unit (IMU) sensors. To actuate the excavator,
it employs servo system to move the joystick controller of
the excavator as well as two pedals in the cabin room which
are connected to the excavator’s hydraulic system. Along with
microcontrollers processing each sensors and actuator systems,
ASTA is also equipped with an on-board computer as its main
processing unit.

To model the excavator, in this research we employ a kine-
matic model. Forward kinematics is used to map the joint space
of the excavator Θ to the task space position and orientation
of the end-effector pee ∈ SE(3). Here:

Θ =
[
θ0 θ1 θ2 θ3

]T
, (1)

where θ0, θ1, θ2, and θ3 stand for swing, boom, arm, and bucket
joints respectively. Knowing the dimension and the position of
each link with respect to the previous connected link, we can
know the forward kinematics function as follows:

pee = f(Θ). (2)

However, in practice, we will always control the swing and
the rest of the joints separately. So, it is better to introduce a
new forward kinematics describing the pose of the end-effector
in a plane in which the excavator’s arm is located, called a
working plane. In a way, we only control the position of the
end-effector in this 2-dimensional working plane along with the
bucket orientation, all denoted as pee,2D. This pose will only
be affected by boom, arm, and bucket joints. So, the forward
kinematics is described as:

pee,2D = f2D(θ1, θ2, θ3). (3)

Knowing this function enables us to perform inverse kinematics
function numerically to map the pose of the end-effector in the
working plane to the set of joints of the excavator:

(θ1, θ2, θ3) = f−1
2D (pee,2D). (4)

III. PROPOSED EXCAVATOR CONTROL

A. Control Architecture

The full control architecture is provided in Fig 3. The archi-
tecture contains two main components, namely the perception
module and the control module. Both will be explained further
in the following texts.

1) Perception Module: The perception module is used to
perceive the environment. The main function of this module
is to detect different types of objects and its location with
respect to the excavator. The module consists of 6 RGB cameras
distributed at several points on the excavator to ensure 360◦

view as well as 2 depth sensors at the front part of the
excavator’s cabin.

The data from the RGB cameras is fed to a convolutional
neural net based on YoLo v8 architecture [14]. The network will
be trained to differentiate several objects such as objects to be
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Fig. 1: ASTA Autonomous Excavator by ABAROBOTICS used
in this research.
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[9]. A deep network model used to perform features analysis is
used to train the reinforcement learning to perform trajectory
tracking [2]. Trajectory tracking control in the excavator’s task
space was also developed in [10], [11], [12]. However, while
reinforcement learning is useful in certain tasks, conventional
control is still superior in producing motion consistently, espe-
cially if the kinematics is available. Another recent work which
employed imitation learning to learn the policy from expert
demonstration [13] suffers from the same problem.

In this paper, we propose vision-based excavator control
combining deep learning and inverse kinematics control to
perform pick-and-place operation. The main contribution is
combining visual and depth-based perception module (using
deep learning and depth information) and kinematic control
to control the excavator. The perception side is handled by a
convolution neural network to detect target object and vehicle
for object storage. Combined with depth information, the
location of the objects are determined. This information will
be sent to the control side to calculate the target joints of
the excavator using inverse kinematics. Finally, joint velocity
control is employed to ensure the excavator’s joints reach the
target.

II. EXCAVATOR MODEL

The excavator used in the paper is based on ASTA Excavator,
an autonomous excavator product by ABAROBOTICS, as
shown in Fig. 1. An excavator consists of four joints as shown
in Fig. 2: swing joint relative to z axis, the boom, arm, and

bucket joint relative to the x axis. ASTA Excavator consists
of sensors, actuators, and controller systems embedded in an
existing conventional excavator. For pose detection, it consists
of encoders to detect the joint angle, especially the boom, arm,
and bucket joints. To detect the swing joint, it uses Inertial
Measurement Unit (IMU) sensors. To actuate the excavator,
it employs servo system to move the joystick controller of
the excavator as well as two pedals in the cabin room which
are connected to the excavator’s hydraulic system. Along with
microcontrollers processing each sensors and actuator systems,
ASTA is also equipped with an on-board computer as its main
processing unit.

To model the excavator, in this research we employ a kine-
matic model. Forward kinematics is used to map the joint space
of the excavator Θ to the task space position and orientation
of the end-effector pee ∈ SE(3). Here:

Θ =
[
θ0 θ1 θ2 θ3

]T
, (1)

where θ0, θ1, θ2, and θ3 stand for swing, boom, arm, and bucket
joints respectively. Knowing the dimension and the position of
each link with respect to the previous connected link, we can
know the forward kinematics function as follows:

pee = f(Θ). (2)

However, in practice, we will always control the swing and
the rest of the joints separately. So, it is better to introduce a
new forward kinematics describing the pose of the end-effector
in a plane in which the excavator’s arm is located, called a
working plane. In a way, we only control the position of the
end-effector in this 2-dimensional working plane along with the
bucket orientation, all denoted as pee,2D. This pose will only
be affected by boom, arm, and bucket joints. So, the forward
kinematics is described as:

pee,2D = f2D(θ1, θ2, θ3). (3)

Knowing this function enables us to perform inverse kinematics
function numerically to map the pose of the end-effector in the
working plane to the set of joints of the excavator:

(θ1, θ2, θ3) = f−1
2D (pee,2D). (4)

III. PROPOSED EXCAVATOR CONTROL

A. Control Architecture

The full control architecture is provided in Fig 3. The archi-
tecture contains two main components, namely the perception
module and the control module. Both will be explained further
in the following texts.

1) Perception Module: The perception module is used to
perceive the environment. The main function of this module
is to detect different types of objects and its location with
respect to the excavator. The module consists of 6 RGB cameras
distributed at several points on the excavator to ensure 360◦

view as well as 2 depth sensors at the front part of the
excavator’s cabin.

The data from the RGB cameras is fed to a convolutional
neural net based on YoLo v8 architecture [14]. The network will
be trained to differentiate several objects such as objects to be

Fig. 3: Vision-Based Control Architecture.

picked and vehicles for object transport. Upon detection, this
part of the perception module will inform the control module
regarding which camera detects the object in question. This
will be required to decide whether the excavator requires swing
rotation in order for the bucket to be directed towards the target
object direction.

In addition to the RGB cameras, the excavator is also
equipped with depth sensors located at the front part of the pilot
cabin. The depth sensors are used to estimate the distance of
the target object with respect to the excavator rO. The distance
information will be sent to the control module for picking or
placing operation.

2) Control Module: The second module focuses on produc-
ing control signal to the actuators. There are three layers of
control in this module:

1) Way-points Control. This part of control module focuses
on producing way-points to be reached by the excavator.
The target points can be a 3D coordinate in the task
space or the joint coordinate depending on the sub-tasks.
For example, for swing motion, this layer will produce
a target swing angle to be reached by the joint-velocity
control layer based on the oreintation of RGB camera
ϕcam which detects the target object. For picking or
placing task, this layer will produce a sequence of task-
space target positions pt to be executed by the inverse
kinematics layer to ensure smooth movement.

2) Inverse Kinematics. The inverse kinematics will be used
mainly in picking or placing operation. It will not be
employed in swing orientation control. This controller
receives information from the way-points control layer
regarding the target coordinate to be reached pt and
produces target joint angles θt. This information will be
sent to the joint-velocity control layer.

3) Joint-Velocity Control. This layer receives target joint
angles, either from the way-points control layer in the
case of swing motion (i.e. in the form of ϕcam) or the
inverse kinematics layer in the case of picking or placing
operation (i.e. in the form of θt). It employs proportional

controller to calculate the joint velocity to move the joint
angles towards the required target angles. In doing so,
it reads on the current joint angle information θ which
is produced by encoder sensors located at each of the
excavator’s 3 joints (boom, arm, bucket) or the IMU
located at swing joint. The control signal in the form
of joint velocity is produced as follows:

θ̇c,i = −KP (θi − θt,i), (5)

where i ∈ (0, 3) stands for the index of the joints. In the
case of the real robot, the joint velocity signal will be
scaled to produce a control signal to move servo motors
which are mechanically connected to the mechanical
joystick and pedals inside the excavator’s cabin.

B. Pick-and-Place Implementation

The previous control architecture is then employed to control
excavator autonomously performing pick-and-place operation.
The whole pick-and-place operation is splitted into several sub-
tasks as follows:

1) Moving to ”Home” location: The excavator control starts
by performing joint-velocity control with the joint target angles
are predefined according to the ideal initial pose of the exca-
vator. This is called ”Home” location. An example of this pose
is shown in Fig 4. Here, we only have joint target angles for
boom, arm, and bucket joints, so the ”Home” location only
corresponds to a pose in a 2-dimensional working plane. In
other word, no ”Home” target joint angle for swing joint.

2) Target object detecion: In this sub-task, the RGB cameras
are employed to find the target object that will be transported.
When a camera detects the target object in its frame, the
orientation of the camera ϕcamis used as a target angle for
swing movement.

3) Coarse swing motion: After getting the orientation of the
camera detecting the target object, the joint-velocity control is
activated to guide the swing angle of the excavator towards the
target. The other joints stay at the current joint angle.
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Fig. 4: Gazebo simulator containing ASTA Excavator, vehicle,
and target object.

4) Refined swing motion: Once the swing angle reaches the
target swing orientation ϕcam, it is expected that the target
object is now visible in the front camera. Now, the joint-velocity
control is activated again. This time, the orientation error ecam
comes from the perception module. The error is calculated from
the distance between the object’s center location in the camera
frame with the center of the frame with respect to the horizontal
axis. By the end of the sub-task, the center point of the target
object will be located in the center of the frame with respect
to the horizontal axis.

5) Target object position measurement: .

This is where the depth sensors start working. Since the
target object is already located in front of the excavator, the
closest object located in front of the depth sensors excluding the
excavator’s parts is assumed to be the target object. The location
of the object with respect to the depth sensor rO is retrieved.
Using the forward kinematics information, we can transform
this vector to get the location of the object with respect to the
base of the excavator.

6) Picking task: To ensure smooth picking or placing move-
ment, the way-points control is performed to generate four
intermediate poses based on the target object position. The
intermediate poses are derived from real experiments using
excavator performing picking and placing task relative to the
target object position. From every intermediate pose, the inverse
kinematics is employed to calculate the intermediate joint
angles θt,i for the three joints of the excavator, i.e. i ∈ (1, 3).
This will be sent to the joint velocity control layer to make all
joints reach the target angle.

7) Repeating the previous sub-tasks for detecting vehicle and
placing task: The next sub-tasks are very similar to the previous
sub-tasks. The excavator will move back to ”Home” location,
detecting the target object (in this case the vehicle) from the
camera, performing coarse and then refined swing motion,
measuring the distance to the target object, and performing
the placing task. Finally, the excavator will return back to the
”Home” position.

Fig. 5: The confusion matrix of the object detection model.

IV. RESULTS

A. Research Methodology

The first step of this research is the dataset collection for
the objects of interest. These include the object that will be
transported and the vehicle. The experiment will be performed
in Gazebo simulation, so we used images containing objects in
Gazebo for training. Due to the limitation in the simulator, we
decide not to use the real object to be picked and placed by
the excavator, but simply using the object as a marker to be
detected.

The next step is labelling the image data. We develop one
model containing several labels as follow:

• gundukan, referring to the target object to be transported,
• truk, referring to the vehicle body,
• kepalaTruk, referring to the vehicle head,
• manusia, referring to the human,
• bucket, referring to the bucket of the excavator.

Two labels are used to detect the vehicle here, namely truk
for the body and kepalaTruk for the head to ensure accurate
vehicle detection. Although not directly relevant in simulation,
we also add label manusia and bucket referring to the
human and the excavator’s bucket to detect these 2 objects in
real scenario.

After labelling, we train the neural net based on YoLo v8
architecture. Once it provides satisfying results, we integrate the
model with Gazebo simulator and the rest of the control module
in Robot Operating System (ROS). To simulate the excavator,
we developed a 3D model of excavator based on the real ASTA
Excavator using Unified Robotics Description Format (URDF)
to be imported in Gazebo simulator. The simulator depicting
the excavator, vehicle, and target object is shown in Fig. 4.

B. Results and Discussion

In the first experiment, we focus on the ability of perception
module to detect objects. We can see the confusion matrix in
Fig. 5. We can see that the target object labelled gundukan
is successfully detected as such for all trained data. While
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Fig. 4: Gazebo simulator containing ASTA Excavator, vehicle,
and target object.

4) Refined swing motion: Once the swing angle reaches the
target swing orientation ϕcam, it is expected that the target
object is now visible in the front camera. Now, the joint-velocity
control is activated again. This time, the orientation error ecam
comes from the perception module. The error is calculated from
the distance between the object’s center location in the camera
frame with the center of the frame with respect to the horizontal
axis. By the end of the sub-task, the center point of the target
object will be located in the center of the frame with respect
to the horizontal axis.

5) Target object position measurement: .

This is where the depth sensors start working. Since the
target object is already located in front of the excavator, the
closest object located in front of the depth sensors excluding the
excavator’s parts is assumed to be the target object. The location
of the object with respect to the depth sensor rO is retrieved.
Using the forward kinematics information, we can transform
this vector to get the location of the object with respect to the
base of the excavator.

6) Picking task: To ensure smooth picking or placing move-
ment, the way-points control is performed to generate four
intermediate poses based on the target object position. The
intermediate poses are derived from real experiments using
excavator performing picking and placing task relative to the
target object position. From every intermediate pose, the inverse
kinematics is employed to calculate the intermediate joint
angles θt,i for the three joints of the excavator, i.e. i ∈ (1, 3).
This will be sent to the joint velocity control layer to make all
joints reach the target angle.

7) Repeating the previous sub-tasks for detecting vehicle and
placing task: The next sub-tasks are very similar to the previous
sub-tasks. The excavator will move back to ”Home” location,
detecting the target object (in this case the vehicle) from the
camera, performing coarse and then refined swing motion,
measuring the distance to the target object, and performing
the placing task. Finally, the excavator will return back to the
”Home” position.

Fig. 5: The confusion matrix of the object detection model.

IV. RESULTS

A. Research Methodology

The first step of this research is the dataset collection for
the objects of interest. These include the object that will be
transported and the vehicle. The experiment will be performed
in Gazebo simulation, so we used images containing objects in
Gazebo for training. Due to the limitation in the simulator, we
decide not to use the real object to be picked and placed by
the excavator, but simply using the object as a marker to be
detected.

The next step is labelling the image data. We develop one
model containing several labels as follow:

• gundukan, referring to the target object to be transported,
• truk, referring to the vehicle body,
• kepalaTruk, referring to the vehicle head,
• manusia, referring to the human,
• bucket, referring to the bucket of the excavator.

Two labels are used to detect the vehicle here, namely truk
for the body and kepalaTruk for the head to ensure accurate
vehicle detection. Although not directly relevant in simulation,
we also add label manusia and bucket referring to the
human and the excavator’s bucket to detect these 2 objects in
real scenario.

After labelling, we train the neural net based on YoLo v8
architecture. Once it provides satisfying results, we integrate the
model with Gazebo simulator and the rest of the control module
in Robot Operating System (ROS). To simulate the excavator,
we developed a 3D model of excavator based on the real ASTA
Excavator using Unified Robotics Description Format (URDF)
to be imported in Gazebo simulator. The simulator depicting
the excavator, vehicle, and target object is shown in Fig. 4.

B. Results and Discussion

In the first experiment, we focus on the ability of perception
module to detect objects. We can see the confusion matrix in
Fig. 5. We can see that the target object labelled gundukan
is successfully detected as such for all trained data. While

Fig. 6: The object detection results depicting detection of
vehicle (labelled truk and kepalaTruk) and the target
object (labelled gundukan).

there are instances of false negative for the vehicle, most of
the images containing real vehicle, both labelled as truk
and kepalaTruk, is correctly predicted as one of the 2
vehicle labels, reaching 62.5% total correct detection. Apart
from that, some of the detection results are shown in Fig. 6.
We can see that the perception module works well in detecting
vehicle (labelled truk and kepalaTruk) and the target
object (labelled gundukan).

Once ensuring that the object detection works well, we move
on to the next experiment. The whole control architecture,
consisting of perception module and control module, is im-
plemented to the Excavator model in Gazebo simulator. We
implemented pick-and-place use case as described in Section
III-B. The simulation results are shown in Fig. 7. The plot
shows the joint angles of excavator during the pick-and-place
movement, starting from the swing joint (Fig. 7a), boom joint
(Fig. 7b), arm joint (Fig. 7c), and bucket joint (Fig. 7d). To
differentiate between sub-tasks, we also show black vertical
lines to indicate switching of the sub-tasks.

The excavator starts from the homing pose. The excavator
then moves towards the target object detection task. Starting
from the first vertical line, the excavator starts performing
coarse swing motion to move towards the direction of camera
ϕmax which detects the target object. In the second vertical
line, the system moves towards refined swing motion to ensure
that the target object will be in the middle of the frame. At
the end of this period, the depth sensor measures the distance
towards the target object. For all these tasks, only the swing
angle changes. Then, from the third vertical line, the excavator
starts the picking task until the fourth vertical line. This is
indicated by the static swing angle and the movement of 3
other joints, namely the boom, arm, and bucket. As described

in Section III-B, the pick task consists of four target poses
to ensure smooth movement. Starting from the fourth vertical
line, another swing movement is started, this time towards the
vehicle object. From the fifth vertical line, the refined swing
movement starts until the sixth vertical line. Then, the place
movement is executed from the sixth vertical line indicated by
the changes in the boom, arm, and bucket joints. Then, it was
followed by the movement towards Home position, completing
the whole pick-and-place operation.

To better illustrate the movement of the excavator, snapshots
of the excavator’s movement are shown in Fig. 8. The order
of the movement is starting from top left towards the right,
then bottom left towards the right. We can see how the whole
pick-and-place movement was successfully performed by the
excavator. The perception module works seamlessly with the
control module to achieve the desired performance.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed a vision-based control architecture
for excavator, combining deep learning, depth sensor, and
inverse kinematics control to perform pick-and-place operation.
The perception module perform object detection to perceive
target object and vehicle for object storage. Once the ob-
ject is perceived, depth information is retrieved to determine
the location of the target objects. Finally, inverse kinematics
calculate the desired joint angle and the joint-velocity layer
ensures that the joints reach the target. We showed that the
proposed architecture performs well in a simulated scenario us-
ing Gazebo simulator. In the future, more experiments focusing
on perception module on real objects will be interesting to be
explored. Implementing the control module in real excavator
and performing comparison with conventional pick-and-place
operation will also be an interesting research direction.
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Abstract— This study presents a novel algorithm called 
hybrid-GA, which combines genetic algorithm (GA) with the 
Harris Hawks Optimization (HHO) algorithm to address the 
challenge of enhancing GA performance in solving 
optimization problems. While GA is known for its strong 
exploration capabilities, it often faces challenges in 
exploitation, limiting its ability to find global optimal solutions. 
The hybrid-GA algorithm aims to surpass existing methods by 
achieving a better balance between exploration and 
exploitation, resulting in improved solution quality, faster 
convergence, and enhanced exploration-exploitation ability. 
The algorithm effectiveness is demonstrated through 
experiments on six benchmark functions from CEC2017, 
where the hybrid-GA outperforms compared algorithms on 
five of six functions, showcasing its potential for enhancing GA 
performance in optimization problem-solving. These findings 
contribute to advancing the field by providing a promising 
solution to address the exploration-exploitation challenge in 
GA-based optimization. 

Keywords—Genetic Algorithm, Harris Hawk Optimization, 
Optimization, Hybrid strategies 

I. INTRODUCTION 
Optimization problems are pervasive in various domains, 

ranging from engineering [1] and finance [2] to logistics [3] 
and data analysis [4]. The quest for finding optimal or near-
optimal solutions to these problems has been a topic of 
immense interest research [5]. Genetic Algorithm (GA) have 
emerged as one of the powerful metaheuristic techniques for 
addressing optimization challenges due to their ability to 
mimic natural evolution and effectively explore large search 
spaces [6]. However, traditional GA often face limitations in 
terms of convergence speed, solution quality, and 
exploration-exploitation balance. These limitations 
necessitate the development of hybrid strategies that 
integrate multiple optimization techniques to enhance the 
performance of GA [7]. 

Hybridization, which involves combining different 
optimization methods, has garnered significant attention as 
an approach to overcome the limitations of traditional GA. 
By integrating complementary algorithms, hybrid strategies 
aim to leverage the strengths of individual techniques and 
mitigate their weaknesses, resulting in improved 
performance and robustness. The integration of other 
optimization techniques, such as tabu search [8], sweep 
algorithm [9], or neural network [10], with GA has shown 
promising results in addressing optimization problems more 
effectively. 

 The objective of this study is to enhance performance of 
GA in solving optimization problems through the 
development of novel hybrid strategies. We propose the 

integration of specific optimization techniques, namely 
Harris Hawk Optimization, with GA to overcome the 
limitations of traditional approaches. By combining the 
global search capability of GA with the local search 
intensification of other techniques, we aim to achieve better 
convergence, solution quality, and exploration-exploitation 
balance. 

This article presents a comprehensive investigation into 
the effectiveness of the proposed hybrid strategies in solving 
optimization problems. We conduct extensive experiments 
on a diverse set of benchmark functions and compare the 
performance of our hybrid strategies with traditional GA and 
other state-of-the-art optimization methods. The results 
obtained provide valuable insights into the advantages and 
limitations of the hybrid approaches and demonstrate their 
superiority in terms of solution quality, convergence speed, 
and exploration-exploitation balance. 

The remaining sections of this article are organized as 
follows. Section II provides an overview of GA and related 
literature on improving GA performance. Section III presents 
the proposed method, the Hybrid GA with Harris Hawks 
Optimization (HHO), along with the corresponding 
pseudocode. In Section IV, the experiment setup is 
described, including the optimization problems, algorithm 
configuration, and performance evaluation metrics. Section 
V presents the experimental results and analysis. Finally, 
Section VI concludes the article, summarizing the key 
contributions of this research and suggesting future 
directions for further investigation.  

II. BACKGROUND AND RELATED WORKS 

A. Genetic Algorithm 
The fundamental concept of GA involves representing 

potential solutions as individuals within a population and 
applying genetic operators such as selection, crossover, and 
mutation to mimic the process of reproduction and genetic 
variation. By iteratively evolving generations of solutions, 
genetic algorithms explore the search space and aim to find 
optimal or near-optimal solutions. The process can be 
summarized as follows: 

1)  Initialization: At the start of the algorithm, it is 
necessary to define parameter value such as population size 
(NP), crossover rate (CR), mutation rate (F), number of 
dimension (N) and maximum number of iterations (Gmax). 
Subsequently, the individuals  1 2, , ..., , ...,G

i i i ji NiX x x x x are 
randomly generated, where i = 1, 2, ..., NP; j = 1, 2, ..., N; 
and the superscript G denotes the Gth generation. Each 
element of an individual is generated using the following 
equation: 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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  min [0,1] max minji j j jx rand     

 

where minj and maxj represent the lower and upper bounds, 
respectively. It is essential to highlight the importance of 
adjusting each element within the individuals to ensure they 
conform to the specified upper and lower bounds. 

2)  Selection: In the selection step of a GA, individuals 
from the population are chosen as parents. A common 
approach is tournament selection, where a few individuals 
participate in each tournament. For example, using a 
tournament size of three, three random individuals are 
selected, and their fitness values are compared. The 
individual with the highest fitness value is chosen as the 
winner and becomes a parent for reproduction. This process 
is repeated until the desired number of parents is selected. 
Tournament selection favors individuals with better fitness 
values, ensuring that their favorable traits are passed on to 
future generations, gradually improving the overall 
population's quality. 

3)  Crossover: During the crossover step of GA, 
offspring  1 2, ,..., ,...,G

i i i ji NiU u u u u  are generated by 
merging elements from selected parent individuals. K-point 
crossover is a commonly used technique, where K distinct 
points are randomly chosen along the parents' elements. At 
these points, the elements is exchanged, resulting in 
offspring with a mixture of traits inherited from both 
parents. Illustrated of crossover with four random K-point 
provided in Fig.1. 

 
 1 2 3 4 5 6 7 8 9 10 

P1 0.1 1.5 5.1 6.2 7.3 2.1 4.1 3.2 7.9 9.9 
P2 2.5 1.7 3.5 4.4 5.1 8.4 7.9 9.9 6.6 8.8 

  
           

U1 0.1 1.5 3.5 4.4 7.3 2.1 7.9 9.9 7.9 9.9 
U2 2.5 1.7 5.1 6.2 5.1 8.4 4.1 3.2 6.6 8.8 

Fig. 1. Example of crossover 

4)  Mutation: After generating offspring, the mutation 
process is carried out to introduce random changes. The 
mutant vector  1 2, , ..., , ...,G

i i i ji NiV v v v v is produce by 
updating the element of offspring using the following 
equation: 

 

 
; [0,1]

min [0,1] max min ;ji

ji

j j j

v
u if rand CR

rand otherwise




  






 

Here, CR is an updating probability. Each element of the 
mutant vector is selected from the corresponding element of 
the offspring if a randomly generated number within the 
range [0,1] is less than or equal to CR. Otherwise, the 
element of the mutant vector is updated with a random 
number within the given bounds. 

5)  New population selection; After mutation, a pool is 
created by combining individuals from the current 
population, crossover population, and mutant population. 
The best individuals are then selected from this pool, with a 
size equal to NP, to populate the next generation.  

The algorithm repeats steps 1 to 5 until one of the 
stopping conditions is met. 

B. Improving Genetic Algorithm Performance 
Several studies have focused on addressing the 

challenges and limitations of genetic algorithms (GA) in 
solving optimization problems. D'Angelo and Palmieri [11] 
proposed a hybrid approach that combines GA with gradient 
descent-based algorithms to tackle the challenges faced by 
GA when applied to large-scale problems. Their approach 
demonstrated superior performance in terms of solution 
quality and convergence speed compared to other 
optimization algorithms. Acampora et al. [12] emphasized 
the importance of selection methods in genetic algorithms 
and the need to balance fast search (exploitation) and 
sustaining diversity (exploration). They developed the QGS 
algorithm, which utilizes quantum amplitude amplification to 
enhance the selection process in GA. The authors showed 
that QGS outperformed traditional selection methods in 
terms of solution quality and genetic population diversity. 
They also discussed the potential applications of using 
quantum computing in GA.  

Albadr et al. [13] highlighted the growing popularity of 
nature-inspired algorithms for optimization problems and 
described genetic algorithms as one such approach. They 
emphasized the importance of balancing diversification 
(exploration) and intensification (exploitation) in nature-
inspired algorithms. The authors proposed a new genetic 
algorithm that incorporates bio-oriented operators and a new 
selection mechanism, which showed competitive 
performance compared to traditional genetic algorithms and 
other nature-inspired algorithms. Ali et al. [14] introduced an 
improved class of real-coded genetic algorithms for 
numerical optimization. They proposed a new variant of 
Differential Evolution mutation as a multi-parent crossover 
in GA to solve complex optimization problems. The authors 
conducted comprehensive comparisons with other 
crossovers, recent GA, and Differential Evolution 
algorithms, highlighting the limitations of traditional GA. 
Their proposed algorithm consistently performed well across 
diverse benchmark problems, enhancing the search ability of 
real-coded GA. 

These related works provide valuable insights into 
addressing the challenges faced by GA and enhancing their 
performance in solving optimization problems. The proposed 
hybrid strategies in this study build upon these advancements 
and aim to further improve GA performance. 

III. PROPOSED METHOD 
This section introduces novel methods aimed at 

enhancing the performance of the genetic algorithm for 
solving optimization problems. We present a hybridization 
approach that integrates the genetic algorithm (GA) with the 
Harris Hawks Optimization (HHO) framework. Although 
GA is a powerful optimizer, its conventional strategy focuses 
on exploration, involving significant efforts in searching for 
diverse solutions across the entire solution space. This 
approach can be advantageous in helping the algorithm 
explore a wide range of possible solutions. However, it may 
limit GA’s ability to efficiently locate an optimal solution, 
potentially leading to premature convergence [6]. 
Consequently, there is a risk that GA may potentially miss 
out on finding globally optimal solutions. To overcome this 
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  min [0,1] max minji j j jx rand     

 

where minj and maxj represent the lower and upper bounds, 
respectively. It is essential to highlight the importance of 
adjusting each element within the individuals to ensure they 
conform to the specified upper and lower bounds. 

2)  Selection: In the selection step of a GA, individuals 
from the population are chosen as parents. A common 
approach is tournament selection, where a few individuals 
participate in each tournament. For example, using a 
tournament size of three, three random individuals are 
selected, and their fitness values are compared. The 
individual with the highest fitness value is chosen as the 
winner and becomes a parent for reproduction. This process 
is repeated until the desired number of parents is selected. 
Tournament selection favors individuals with better fitness 
values, ensuring that their favorable traits are passed on to 
future generations, gradually improving the overall 
population's quality. 

3)  Crossover: During the crossover step of GA, 
offspring  1 2, ,..., ,...,G

i i i ji NiU u u u u  are generated by 
merging elements from selected parent individuals. K-point 
crossover is a commonly used technique, where K distinct 
points are randomly chosen along the parents' elements. At 
these points, the elements is exchanged, resulting in 
offspring with a mixture of traits inherited from both 
parents. Illustrated of crossover with four random K-point 
provided in Fig.1. 

 
 1 2 3 4 5 6 7 8 9 10 

P1 0.1 1.5 5.1 6.2 7.3 2.1 4.1 3.2 7.9 9.9 
P2 2.5 1.7 3.5 4.4 5.1 8.4 7.9 9.9 6.6 8.8 

  
           

U1 0.1 1.5 3.5 4.4 7.3 2.1 7.9 9.9 7.9 9.9 
U2 2.5 1.7 5.1 6.2 5.1 8.4 4.1 3.2 6.6 8.8 

Fig. 1. Example of crossover 

4)  Mutation: After generating offspring, the mutation 
process is carried out to introduce random changes. The 
mutant vector  1 2, , ..., , ...,G

i i i ji NiV v v v v is produce by 
updating the element of offspring using the following 
equation: 

 

 
; [0,1]

min [0,1] max min ;ji

ji

j j j

v
u if rand CR

rand otherwise




  






 

Here, CR is an updating probability. Each element of the 
mutant vector is selected from the corresponding element of 
the offspring if a randomly generated number within the 
range [0,1] is less than or equal to CR. Otherwise, the 
element of the mutant vector is updated with a random 
number within the given bounds. 

5)  New population selection; After mutation, a pool is 
created by combining individuals from the current 
population, crossover population, and mutant population. 
The best individuals are then selected from this pool, with a 
size equal to NP, to populate the next generation.  

The algorithm repeats steps 1 to 5 until one of the 
stopping conditions is met. 

B. Improving Genetic Algorithm Performance 
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algorithm, which utilizes quantum amplitude amplification to 
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quantum computing in GA.  
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inspired algorithms. The authors proposed a new genetic 
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other nature-inspired algorithms. Ali et al. [14] introduced an 
improved class of real-coded genetic algorithms for 
numerical optimization. They proposed a new variant of 
Differential Evolution mutation as a multi-parent crossover 
in GA to solve complex optimization problems. The authors 
conducted comprehensive comparisons with other 
crossovers, recent GA, and Differential Evolution 
algorithms, highlighting the limitations of traditional GA. 
Their proposed algorithm consistently performed well across 
diverse benchmark problems, enhancing the search ability of 
real-coded GA. 

These related works provide valuable insights into 
addressing the challenges faced by GA and enhancing their 
performance in solving optimization problems. The proposed 
hybrid strategies in this study build upon these advancements 
and aim to further improve GA performance. 

III. PROPOSED METHOD 
This section introduces novel methods aimed at 

enhancing the performance of the genetic algorithm for 
solving optimization problems. We present a hybridization 
approach that integrates the genetic algorithm (GA) with the 
Harris Hawks Optimization (HHO) framework. Although 
GA is a powerful optimizer, its conventional strategy focuses 
on exploration, involving significant efforts in searching for 
diverse solutions across the entire solution space. This 
approach can be advantageous in helping the algorithm 
explore a wide range of possible solutions. However, it may 
limit GA’s ability to efficiently locate an optimal solution, 
potentially leading to premature convergence [6]. 
Consequently, there is a risk that GA may potentially miss 
out on finding globally optimal solutions. To overcome this 

drawback, we incorporate HHO to harness these advantages. 
HHO brings several benefits that offer a balance between 
exploration and exploitation, allowing for efficient 
exploration of the search space and the potential discovery of 
high-quality solutions [15]–[17]. By merging HHO's 
exploitation capabilities with GA's evolutionary principles, 
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algorithms. These proposed methods seek to address the 
challenges faced by traditional GA and leverage the benefits 
of hybridization to enhance the performance of genetic 
algorithms in solving optimization problems. The details and 
pseudocode of this method will be described in the following 
sub-sections.  

A. Hybrid GA with Harris Hawks Optimization (HHO) 
To achieve a better balance between exploration and 

exploitation in GA, we introduced a hybrid approach by 
incorporating Harris Hawks Optimization (HHO) algorithm. 
While GA excels in exploration, it can struggle with 
exploitation. By integrating HHO, which is known for its 
exploitation capabilities, we aim to leverage the strengths of 
both algorithms. Specifically, we focused on adopting the 
soft besiege strategy from HHO to enhance the crossover 
strategy in GA. 

In the context of GA, we reinterpret the concept of the 
"rabbit" from HHO as an analogy to the current best 
individual in the population. Thus, we modify the formulas 
as follows: 

 G G G G
i i best iU X E JX X     

 G
i

G G
best iX X X    

where G
iX is the difference between the best individual and 

the target individual in the current population. This 
difference acts as a guide to adjust the crossover rate, 
allowing the algorithm to dynamically adapt its exploration 
and exploitation balance. E is escaping energy of the best 
individual, used to transfer from exploration to exploitation 
ability and calculated by using: 

 02 (1 )
max

GE E
G

   

where E0 is generated in range (-1,1), donates as the initial 
energy state. During the iterations, the escaping energy E 
gradually decreases, reflecting the diminishing exploration 
tendency and the increasing focus on exploitation within the 
GA framework. J is random jump strength of best individual 
during the escaping procedure and calculate by using: 

 2(1 (0,1))J rand   

The value of J is calculated randomly in each iteration to 
simulate the variability in the best individual movements. By 
incorporating these formulas into the crossover strategy of 
GA, we enhance its ability to find the solution space 
effectively. 

B. Pseudocode of the proposed algorithm 
Based on the above description, the pseudocode of the 
proposed Hybrid-GA is presented in Algorithm 1.  

IV. EXPERIMENT SETUP 

A. Optimization Problems 
To evaluate the performance of the proposed Hybrid-GA, 

we selected six well-known benchmark function from 
Congress on Evolutionary Computation (CEC) 2017 [18]. 
These benchmark functions are widely used in the field of 
optimization and provide a standardized set of problems for 
evaluating optimization algorithms. Table I presents detailed 
information about each function, including the domain, 
characteristics, and global optima. These benchmark 
functions cover a range of difficulties and complexities, 
allowing us to assess the robustness and effectiveness of the 
proposed Hybrid-GA across different problem domains. 

  

Algorithm 1 Pseudocode of the Hybrid-GA 
1: Set algorithm parameter; 
2: Initialize random population by using (1); 
3: Evaluate the fitness value of initial population; 
4: G = 1; 
5: WHILE (G < Gmax) 
6:  Selected parent by using tournament selection; 
7:  For i = 1 : NP 
8:   IF rand[0,1] < CR 
9:    IF rand[0,1] < 0.5 
10:     Generated trial vector by using K-point 

crossover; 
11.    ELSE 
12:     Generated trial vector by using (3); 
13:    END IF 
14:   END IF 
15:   Generated mutant vector by using (2); 
16:  END FOR 
17:  Combine current population, trial, and mutant 

vector; 
18:  Select best vector with size NP; 
19:  G = G + 1; 
20: END WHILE 
21: Output the best vector from population; 

 

B. Algorithm Configuration 
In order to assess the performance of our proposed 

algorithm, we conducted a comparative analysis against four 
well-known metaheuristic algorithms: Genetic Algorithm 
[19], Differential Evolution Algorithm [20], Artificial Bee 
Colony Algorithm [21], and Firefly Algorithm [22]. To 
ensure fairness in the comparison, we standardized certain 
parameters, such as setting the dimension to 30, the number 
of populations to 100, and the maximum number of 
generations to 1000. Each algorithm was independently 
executed for 30 times. The specific parameter configurations 
for all algorithms are provided in Table II, facilitating a 
thorough examination and comparison of their respective 
performances. By undertaking this comparative evaluation, 
our aim was to gain valuable insights into the effectiveness 
and competitiveness of our proposed algorithm in efficiently 
solving optimization problems. 
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TABLE I.  BENCHMARK FUNCTIONS FROM CEC2017 

No. Function 
name Function description 

f1 Bent Cigar 
Function   2 6 2

1 1 2
10

D

ii
f x x x


    

Domain [-100,100], f(x) = 0. Unimodal function. 
f2 Zakharov 

Function      2 4
2

2 1 1 1
0.5 0.5

D D D

i i ii i i
f x x x x

  
    

Domain [-5,10], f(x) = 0. Unimodal function. 
f3 Rastrigin’s 

Function     2

3 1
10 cos 2 10

D

i ii
f x x x


    

Domain [-5.12,5.12], f(x) = 0. Multimodal function.  
f4 Levy 

Function    

    
    

2

4 1

21 2

1

2 2

sin

1 1 10 sin 1

1 1 sin 2

D

i ii

D D

f x w

w w

w w











 

   

 

  

1
1 , 1, ..,

4

i

i

x
w i D


     

Domain [-10,10], f(x) = 0. Multimodal function. 
f5 Discus 

Function   6 2 2

5 1 2
10

D

ii
f x x x


   

Domain [-100,100], f(x) = 0. Unimodal function. 
f6 Ackley’s 

Function    
  

2

6 1

1

20 exp 0.2 1

exp 1 cos 2 20

D

ii

D

ii

f x D x

D x e





   

 




 

Domain [-32,32], f(x) = 0. Multimodal function. 

TABLE II.  PARAMETER VALUES OF THE COMPARED ALGORITHMS 

Algorithm Parameters Value 
GA F = 0.3, CR = 0.9, K = 4 
DE F = 0.5, CR = 0.9 
ABC Number of Onlooker bees = 100% of the swarm, Number 

of Employed bees = 100% of the swarm, Number of 
Scout bees = 1, limit = 200  

FFA β0 =1, γ=1 
Hybrid-GA F = 0.3, CR = 1, K = 4 

C. Performance Evaluation 
In our evaluation of the performance of the proposed 

algorithm, we calculated the mean and standard deviations of 
the result. Furthermore, to provide a visual representation of 
the algorithm performance, we plotted convergence curves 
behaviors that illustrate the improvement in fitness values 
across generations. These curves offered valuable insights 
into the convergence rate and stability of our algorithm. 
Through this comprehensive performance evaluation, we 
demonstrated the effectiveness of our proposed algorithm in 
solving optimization problems. 

V. EXPERIMENT RESULTS AND ANALYSIS 
This section presents the results and analysis of our 

experiment, which focused on evaluating the performance of 
our proposed algorithm and assessing the impact of different 
algorithm configurations. The comparison results of our 
proposed algorithm with four well-known metaheuristic 
algorithms are summarized in Table III, highlighting the 
pursuit of global optimum solutions. The table clearly shows 
that our proposed algorithm outperforms the other 
algorithms, as indicated by its superior mean and standard 
deviation across six benchmark functions (f1, f2, f3, f5, and 

f6). Specifically, Hybrid-GA successfully obtains the global 
best solution in four benchmark functions (f1, f2, f3, and f5), 
outperforming the other algorithms in this aspect. Notably, 
although does not achieve the global best solution in f6, 
Hybrid-GA still performance better than other compared 
algorithms. Additionally, further results also indicate that 
Hybrid-GA performs slightly worse than DE on f4. These 
findings strongly demonstrate the effectiveness and 
competitive performance of our proposed Hybrid-GA 
algorithm in solving optimization problems across a diverse 
range of benchmark functions. 

Figure 2 illustrates the convergence behavior, providing 
further evidence of Hybrid-GA superiority over the other 
compared algorithms. It is evident that Hybrid-GA rapidly 
converges towards the global optimum solution in most 
benchmark functions, while the other algorithms tend to 
stagnate in local optimum. For example, on f3, Hybrid-GA 
demonstrates exceptional convergence acceleration, 
achieving the global optimum solution in just a few 
generations. On f1 and f2, Hybrid-GA requires more 
generations to reach the global optimum solutions. Notably, 
on f4 and f6, all algorithms fall short of reaching the global 
optimum solution. Hybrid-GA is slightly worse with two 
other compared algorithms (GA and DE) on f4. Overall, this 
experiment reveals that Hybrid-GA consistently displays 
faster convergence behavior, making it highly promising for 
solving optimization problems. 

TABLE III.  MEAN AND STD OF COMPARED ALGORITHMS 

 
GA DE ABC FFA HYBRID 

GA 
MEAN 
(STD) 

MEAN 
(STD) 

MEAN 
(STD) 

MEAN 
(STD) 

MEAN 
(STD) 

f1 1.14E+03 
(1.44E+03) 

5.44E-02 
(3.04E-02) 

6.31E-09 
(4.13E-09) 

1.44E+02 
(6.94E+01) 

0.00E+00 
(0.00E+00) 

f2 1.64E-05 
(1.49E-05) 

7.41E-09 
(5.06E-09) 

2.14E-12 
(2.01E-12) 

6.95E-05 
(1.63E-05) 

0.00E+00 
(0.00E+00) 

f3 5.26E-04 
(3.44E-04) 

1.80E+02 
(3.29E+01) 

2.65E-01 
(1.45E+00) 

1.47E+02 
(1.93E+01) 

0.00E+00 
(0.00E+00) 

f4 5.12E-06 
(4.24E-06) 

1.06E-08 
(7.13E-09) 

2.05E+00 
(7.94E-02) 

3.19E+01 
(3.37E+00) 

1.72E-05 
(1.44E-05) 

f5 1.97E+01 
(3.46E+01) 

1.01E-07 
(4.35E-08) 

3.07E-14 
(2.69E-14) 

4.88E+03 
(1.07E+03) 

0.00E+00 
(0.00E+00) 

f6 6.89E-03 
(3.23E-03) 

9.05E-05 
(3.16E-05) 

3.38E-09 
(1.55E-09) 

1.89E+01 
(1.41E-01) 

4.44E-16 
(0.00E+00) 

 

VI. CONCLUSIONS 
In conclusion, our study introduces Hybrid-GA, a novel 

hybrid genetic algorithm with  Harris Hawk Optimization. 
Hybrid-GA outperforms four well-known metaheuristic 
algorithms in terms of solution quality, convergence speed, 
and exploration-exploitation balance. The result of best mean 
and standard deviation value supports the superiority of 
Hybrid-GA, with significant differences in performance 
compared to the other algorithms. Additionally, Hybrid-GA 
exhibits faster convergence acceleration, making it a 
promising approach for solving optimization problems. The 
advantages of hybrid strategies, leveraging different 
optimization techniques, are evident in our study. By 
integrating the Harris Hawks Optimization algorithm, 
Hybrid-GA achieves improved solution quality, faster 
convergence, and a well-balanced exploration-exploitation 
ability. 
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TABLE II.  PARAMETER VALUES OF THE COMPARED ALGORITHMS 

Algorithm Parameters Value 
GA F = 0.3, CR = 0.9, K = 4 
DE F = 0.5, CR = 0.9 
ABC Number of Onlooker bees = 100% of the swarm, Number 

of Employed bees = 100% of the swarm, Number of 
Scout bees = 1, limit = 200  

FFA β0 =1, γ=1 
Hybrid-GA F = 0.3, CR = 1, K = 4 

C. Performance Evaluation 
In our evaluation of the performance of the proposed 

algorithm, we calculated the mean and standard deviations of 
the result. Furthermore, to provide a visual representation of 
the algorithm performance, we plotted convergence curves 
behaviors that illustrate the improvement in fitness values 
across generations. These curves offered valuable insights 
into the convergence rate and stability of our algorithm. 
Through this comprehensive performance evaluation, we 
demonstrated the effectiveness of our proposed algorithm in 
solving optimization problems. 

V. EXPERIMENT RESULTS AND ANALYSIS 
This section presents the results and analysis of our 

experiment, which focused on evaluating the performance of 
our proposed algorithm and assessing the impact of different 
algorithm configurations. The comparison results of our 
proposed algorithm with four well-known metaheuristic 
algorithms are summarized in Table III, highlighting the 
pursuit of global optimum solutions. The table clearly shows 
that our proposed algorithm outperforms the other 
algorithms, as indicated by its superior mean and standard 
deviation across six benchmark functions (f1, f2, f3, f5, and 

f6). Specifically, Hybrid-GA successfully obtains the global 
best solution in four benchmark functions (f1, f2, f3, and f5), 
outperforming the other algorithms in this aspect. Notably, 
although does not achieve the global best solution in f6, 
Hybrid-GA still performance better than other compared 
algorithms. Additionally, further results also indicate that 
Hybrid-GA performs slightly worse than DE on f4. These 
findings strongly demonstrate the effectiveness and 
competitive performance of our proposed Hybrid-GA 
algorithm in solving optimization problems across a diverse 
range of benchmark functions. 

Figure 2 illustrates the convergence behavior, providing 
further evidence of Hybrid-GA superiority over the other 
compared algorithms. It is evident that Hybrid-GA rapidly 
converges towards the global optimum solution in most 
benchmark functions, while the other algorithms tend to 
stagnate in local optimum. For example, on f3, Hybrid-GA 
demonstrates exceptional convergence acceleration, 
achieving the global optimum solution in just a few 
generations. On f1 and f2, Hybrid-GA requires more 
generations to reach the global optimum solutions. Notably, 
on f4 and f6, all algorithms fall short of reaching the global 
optimum solution. Hybrid-GA is slightly worse with two 
other compared algorithms (GA and DE) on f4. Overall, this 
experiment reveals that Hybrid-GA consistently displays 
faster convergence behavior, making it highly promising for 
solving optimization problems. 
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In conclusion, our study introduces Hybrid-GA, a novel 

hybrid genetic algorithm with  Harris Hawk Optimization. 
Hybrid-GA outperforms four well-known metaheuristic 
algorithms in terms of solution quality, convergence speed, 
and exploration-exploitation balance. The result of best mean 
and standard deviation value supports the superiority of 
Hybrid-GA, with significant differences in performance 
compared to the other algorithms. Additionally, Hybrid-GA 
exhibits faster convergence acceleration, making it a 
promising approach for solving optimization problems. The 
advantages of hybrid strategies, leveraging different 
optimization techniques, are evident in our study. By 
integrating the Harris Hawks Optimization algorithm, 
Hybrid-GA achieves improved solution quality, faster 
convergence, and a well-balanced exploration-exploitation 
ability. 

 

 

 

 
Fig. 2. Algorithms convergence behavior  

Future research will focus on exploring different 
hybridization approaches, optimizing Hybrid-GA 
parameters, and extending the study to different problem 
domains. Evaluating the algorithm performance on larger-
scale optimization problems would also provide valuable 
insights. Continued research and development in this area 
will advance the field of optimization, contributing to the 
development of more efficient algorithms for solving 
complex optimization problems. 
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Abstract— This paper proposes an improvement of whale 
optimization algorithm for optimization problems. In this study, 
the Rao algorithm was improved by means of procedures of 
spiral updating position. The algorithm was tested on six 
benchmark problems and compared with differential evolution 
(DE), intersection mutation differential evolution (IMDE) 
algorithm, and whale optimization algorithm (WOA). The 
computation results illustrated that the proposed algorithm can 
produce optimal solutions for three out of six functions. 
Comparing to the other three algorithms, the proposed 
algorithm has provided the best results. The findings prove that 
the algorithm should be improved in this direction and show 
that the algorithm produces several solutions obtained by the 
previously published methods, especially for the continuous step 
function, the multimodal function, and the discontinuous step 
function. 

Keywords— optimization function, whale optimization 
algorithm, Rao algorithm  

I. INTRODUCTION  
The optimization problem is required to achieve an 

optimized solution under the given situation. In recent years, 
many researchers have developed natural-inspired 
optimization algorithms (NIOAs) for solving this kind of 
problem. The natural-inspired optimization algorithms 
(NIOAs) consist of evolutionary algorithm (EAs) and swarm-
intelligence (SI) based algorithms. The natural inspiring 
algorithm or the behavior of the natural entities inspired 
researchers to study and develop an algorithm that performs 
such behavioral learning. Natural-inspired algorithms are 
applied to solve various problems such as classification, 
prediction, forecasting, optimization and much more. These 
algorithms are widely used to find optimal solutions in 
optimization problems, as they offer best solutions. 
Jitkongchuen and Thammano [1] presented Self-adaptive 
differential evolution algorithm (Evo-DE) for optimization 
problems. The main idea is allowing the adaptation of the 
mutation parameters from the DE/current-to-best/1 concept 
and include new local search based on the krill herd algorithm. 
The performance of Evo-DE algorithms is very effective in 
solving the optimization problems. In addition, there are also 
algorithms that have been developed for solving optimization 

problems such as Bee colony Optimization [2], Particle 
Swarm Optimization (PSO) [3], Differential Evolution (DE) 
[4], Simulated Annealing (SA) [5], Ant Colony Optimization 
[6], and Genetic Algorithm (GA) [7] are some examples of 
such algorithms. 

Rao [8] in 2020, presented Rao algorithm for solving the 
optimization problems. The main idea is the adoption of the 
three-simple metaphor-less optimization algorithms for 
solving the optimization problems. The equation of the three-
simple metaphor-less is presented by Equation 1, 2, and 3. ,, = ,, + ,,,, − ,,                        (1) ,, = ,, + ,,, − ,               +,,,,  ,, − ,,   ,,                (2) ,, = ,, + ,,, − ,               + ,, ,,  ,, − ,,   ,,                    (3) 

where , : is the best population in the  iteration. 

           , : is the worst population in the  iteration. 

           ,,  : is the update value of,,. 
           ,,  ,, : are the random value in the range [0,1]. 

           ,,  : is the solution . 

           ,, : is the random solution . 
In Equation (2) and (3), in terms ,,  ,,  if the fitness 
value of ,,  is better than ,, , ,,  can be used, or use ,,; and in terms ,,   ,, if the fitness value of ,, is 
better than,, , ,,  is used, or  use ,,. The performance of 
Rao algorithm is good and quite competitive.  

 This paper presents an improvement of whale optimization 
algorithm (WOA) in the procedures of spiral updating position 
with Rao algorithm to solve optimization problems. The 
performance of the proposed algorithm was compared with 
differential evolution (DE), JDE self-adaptive algorithm, and 
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intersection mutation differential evolution (IMDE) 
algorithm. 

Following this introduction, Section 2 explains the original 
whale optimization algorithm. Section 3 presents a proposed 
algorithm. In Section 4, the experimental results are presented 
and discussed. Finally, Section 5 is the conclusion of the 
study. 

II. WHALE OPTIMIATION ALGORITHM 
The whale optimization algorithm (WOA) was presented 

by Mirjalili and Levis [9] in 2016. The Fig 1 is shown the 
whale optimization algorithm diagram. The main idea was to 
use the behaviors of humpback whales to search and attack 
their prey. The inspiration of the algorithm is to simulate the 
behaviors of humpback whale population and update the 
position of candidate solution through the process of whale 
population encircling prey, spiral updating position, and 
finding prey. The exploitation phase is the first stage of the 
algorithm for surround prey and spiral bubble net attack; the 
second, exploration phase is whales randomly looking for 
food. The processes are explained in details as follows: 

(i) Encircling Prey: If p < 0.5 and |A| < 1, it explains whales 
surrounding the prey after identifying its location. Assuming 
whales is the best optimal position in the current population is 
prey, the other whales surround the most suitable and the new 
position of whales used equation:  =  −  ×                              (4) 

Α=  × 2 ×  − 1                           (5) 

 = 2 ×                                             (6)  = | ×  − |                                (7) 

 = 2 × 1 −                                     (8) 

 = −1 +   − 1 ×  + 1      (9) 

where  represents the current location of the whale and  
denotes the location of the next moment whale.  
signifies the location of whale closest to the prey.  is a linear 
convergence factor and its value decreasing from 2 to 0 from 
the increasing number of iterations and   is the number of 
iterations in this present time,   is the maximum of the 
iterations.  is a random value in the range [0,1]. 

(ii)  Search for Prey: If p < 0.5 and |A| ≥ 1. In addition to 
the predation behavior by bubble net, whales can also 
randomly search for food, and the exploration stage of the 
algorithm is the process of searching food. The individuals 
whale randomly search according to each other’s position, and 
the mathematical model can be expressed as follows:  = | ×  − |                                (10)  =  −  ×                                (11) 

where   represents the location of randomly 
individual whale. 

 
Fig. 1. The flowchart of the whale optimization algorithm.  
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 (iii) Spiral Updating Position: If p ≥ 0.5. During the WOA 
exploitation process, the humpback whale is updating position 
around the prey with its unique blister-like spiral behaviors. 
The spiral update position is expressed by the following 
equation:  = | − |                                                 (12)  =  ×  × cos2 +                13) 

where  is the distance between the ith candidate solution and 
the best solution in the current generation.  is a constant and  ∈ −1,1.  

The whale optimization algorithm can solve the 
optimization problem efficiently. This is especially true for 
low-dimensional functions. However, it still has some 
drawbacks in dealing with the height dimension function. The 
performance of the algorithm decreases significantly and is 
easily trapped in the local optima because it tends to initially 
converge at a very pace. 

III. THE PROPOSED ALGORITHM 
This paper aims to improve the spiral updating position of 

whale optimization algorithm for continuous optimization 

problems. The flowchart of the proposed algorithm is shown 
in Fig 2. After initial populations and evaluation of their 
fitness values, the Rao algorithm is applied to improve 
procedures of spiral updating position. The processes are 
explained in details as follows: ,, = ,, + ,, − ,,                     (14) ,, = ,, + , − , +,,  ,, − ,,  ,,     (15) ,, = ,, + , − ,               +  ,,  ,, − ,,  ,,      (16) 

 =  ⎩⎪⎨
⎪⎧ ×  × cos2 +         ,,+11 ×  × cos2 + ,,+12 ×  × cos2 + ,,+13 ×  × cos2 + 

          (17) 

 

From Function (17), the process is to select the position of 
whale with the highest fitness value to use in this spiral 
updating position step. 

 

 
Fig. 2. The flowchart of the proposed algorithm. 
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TABLE I.  THE PARAMETERS USED IN THE EXPERIMENTS 

Parameters Values 

Population size, NB 25 

Dimension, (ND) 30 

Max iteration 1000 
 

IV. THE EXPERIMENTAL RESULTS  
From Table 2, the benchmark functions for validating the 

proposed algorithm from Yao et al. [10], consists of Sphere 
function, Schwefel function, Rosenbrock function, Step 
function, Quartic function, and Ackleg function.  

The computational results shown in Table 3 present a 
comparison of the proposed algorithm with differential 
evolution (DE), intersection mutation differential evolution 
(IMDE) algorithm, and whale optimization algorithm (WOA). 
It indicates that the proposed algorithm has offered better 
results than the other four algorithms, namely Sphere function, 
Schwefel function, and Quartic function. Regarding 

Rosenbrock function, IMDE algorithm has produced better 
results than the proposed algorithm. In addition, WOA 
algorithm has provided the results of the Ackleg function 
equivalent to the proposed algorithm. 

V. CONCLUSIONS 
This paper has proposed an improvement of whale 

optimization algorithm for optimization function. In order to 
improve the performance of WOA algorithm, the Rao 
algorithm was applied to improve procedures of spiral 
updating position. The testing on six various functions has 
demonstrated that the proposed algorithm has offered the 
optimal value for three out of six functions. The experimental  
results has confirmed that the proposed algorithm can solve 
the continuous functions, the discontinuous functions, and the 
multimodal function efficiently. 
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TABLE II.  THE BENCHMARK FUNCTIONS 

Function Iteration Dimension (D) Search space fmin 

 =  
  

1,500 30 [-100, 100] 0 

 = ||, 1 ≤  ≤  5,000 30 [-100, 100] 0 

 = 100 −  +  − 1
  

20,000 30 [-30, 30] 0 

 = ⌊ + 0.5⌋



 

1,500 30 [-100, 100] 0 

 =  
 + 0,1 

3,000 30 [-1.28, 1.28] 0 

 = −20  ⎝⎛−0.2 130  
 ⎠⎞ −   130   2 

  + 20 +  

1,500 30 [-32, 32] 0 
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TABLE III.  THE EXPERIMENTAL REUSLTS 

Functions DE IMDE 1st process IMDE 2nd process WOA Proposed algorithm 

F1 1.58E - 3 2.5E - 32 2.1E - 35 3.8979E-156 0 

F2 1.9E-3 0.2E-3 3.4E-24 0.3122 0 

F3 8.35E-27 0 0 27.0403 26.1423 

F4 0 0 0 0.0227 0 

F5 2.63E-3 2.4E-4 3.4E-4 0.00079 1.223E-4 

F6 1.5017 4.9E-15 4.6E-15 8.8818E-16 8.8818E-16 
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Abstract— The multi-skills resource-constrained project 

scheduling problem (MS-RCPSP) is assigning tasks to 
employees while considering predecessor tasks and multi-skills 
constraints to create a feasible schedule with both the shortest 
completion duration. Recently, Differential Evolution with 
multidimensional real-valued functions (DEM) was introduced 
to address the MS-RCPSP. The experimental results 
demonstrated that DEM outperformed GreedyDO, HAntCO, 
and GA. However, DEM lacked a technique to handle local 
optimum problem, resulting in unsatisfactory search results. 
Hence, this research proposes a modification to DEM by 
enhancing the mutation technique, executing it twice per 
generation, to increase population diversity and obtain better 
outcomes. The proposed algorithm was tested on twenty-three 
test cases from the MS-RCPSP iMOPSE datasets and yielded 
more satisfactory results compared to the competing 
algorithms. 

Keywords— optimization, evolutionary computing, 
differential evolution, multi-skill resource-constrained project 
scheduling problem 

I. INTRODUCTION 
The Resource-constrained project scheduling problem 

(RCPSP) is the assignment of tasks to employees in order to 
create a viable schedule with the shortest possible 
completion time [1]. In the business and industrial settings, 
project managers may face the challenge of efficiently 
managing project schedules while considering various 
constraints, such as completion time, cost, employee skills, 
and other factors [2]. The Multi-skills Resource-constrained 
Project Scheduling Problem (MS-RCPSP) is an extension of 
RCPSP that includes the additional constraint of multiple 
skills. Both RCPSP and MS-RCPSP belong to the category 
of combinatorial optimization problems and are considered 
NP-hard [1-3]. Due to their complexity, brute force 
algorithms are impractical for solving these problems, 
especially when dealing with a large number of tasks. 
Therefore, to tackle them effectively, heuristic algorithms 
and meta-heuristic algorithms are widely employed. 

Over the past few years, numerous scholars have 
suggested employing heuristic algorithms for addressing 
challenges like MS-RCPSP. Heuristic and Meta-heuristic 
approaches, such as Differential Evolution (DE) [4-6], 
Genetic Algorithm (GA) [7-8], and Ant Colony Optimization 
(ACO) [9-11], have proven to be highly effective in solving 
exceedingly intricate problems.  

Myszkowski et al. [12, 13] introduced a hybrid algorithm 
that combines the Differential Evolution strategy with the 
Greedy approach to optimize human resource allocation in 
product manufacturing projects. The authors' objective was 
to minimize both duration and cost, and they provided a new 
benchmark dataset called iMOPSE, which was an artificially 
generated dataset based on real-world instances for the MS-
RCPSP problem. Marek Skowronski and Paweł B. 
Myszkowski [14] presented an algorithm utilizing genetic 
operators for solving MS-RCPSP. Dai and Huafeng [15] 
proposed algorithms by implementing neighborhood search 
and local search techniques. Amir Hossein Hosseinian and 
Vahid Baradaran [16] introduced a novel mixed-integer 
model for the MS-RCPSP problem. They proposed the 
dandelion algorithm to solve this problem using the new 
model, achieving favorable results compared to the genetic 
algorithm, harmony search algorithm, and differential 
evolution. H. D. Quoc, L. N. The, C. N. Doan, and T. P. 
Thanh [6] introduced a novel approach called Differential 
Evolution with multidimensional real-valued functions for 
solving the MS-RCPSP. In addition to utilizing the 
differential evolution Metaheuristics, they devised a 
Reassignment function to enhance the solution quality at the 
end of each iteration, ensuring that their algorithm converges 
quickly towards the global optimum. Furthermore, their 
algorithm avoids being stuck in a local optimum, and it is 
referred to as DEM. The experimental results demonstrate 
that the solutions obtained by DEM outperform those 
achieved by GreedyDO, HAntCO, and GA. The findings 
indicate that the proposed algorithm effectively improves 
search efficiency. 

However, DEM lacks a mechanism to address and 
mitigate issues related to the local optimum problem and the 
premature convergence problem , leading to unsatisfactory 
search outcomes. Therefore, this research proposal 
introduces the twice mutation technique to enhance diversity 
within the population and achieve improved results. The 
benchmark problems for MS-RCPSP, specifically the 
iMOPSE datasets [3], were utilized to compare the 
performance of the DEM [6] with the proposed algorithm. 
The results indicate that the solution quality of the proposed 
algorithm outperforms that of other algorithms, including 
DEM, when evaluated on the MS-RCPSP iMOPSE datasets. 

The remaining sections of this paper are structured as 
follows. Section 2 provides an overview of the related works, 
covering topics such as RCPSP, MS-RCPSP, DE, and DEM. 
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In Section 3, the proposed technique is explained. Section 4 
presents the experiment setup and showcases the experiment 
results. Finally, Section 5 concludes the project with a 
concise summary. 

II. RELATED WORK 

A. Resource-constrained Project Scheduling Problem 
The Resource-constrained project scheduling problem 

(RCPSP) is a collection of tasks and a group of employees, 
both represented as integer numbers. Each task is also 
represented with integer numbers, specifying its starting and 
finishing times. The tasks must be carried out continuously 
once they have begun, and some tasks have specific 
predecessor tasks, meaning they can only start after their 
preceding tasks have been completed. The main objective of 
RCPSP is to allocate all tasks to employees while respecting 
the precedence constraints, ultimately creating a feasible 
schedule with the shortest possible completion duration. 

B. Multi-skill Resource-constrained Project Scheduling 
Problem 
MS-RCPSP is an extension of RCPSP that incorporates a 

multi-skills constraint for both tasks and employees. Each 
employee possesses specific skills, each with its 
corresponding proficiency level. Likewise, each task requires 
a particular skill and a minimum skill level from an 
employee to be performed. If an employee possesses a skill 
that matches the task's required skill and their skill level is 
equal to or higher than the task's minimum level, they are 
capable of executing the task. Conversely, if an employee 
lacks the necessary skill or their skill level is lower than the 
task's minimum requirement, they cannot carry out that task. 
The goal of MS-RCPSP is assigning all tasks to employees 
under the predecessor tasks constraint and the multi-skill 
constraint in order to create the feasible schedule with the 
shortest completion duration.  

min  =  min (1) 

∀∈s ≥ 0, ∀∈ Q  ∅ (2) 

∀∈F ≥ 0, ∀∈ d ≥ 0 (3) 

∀∈,,∈F ≤ F − d (4) 

∀∈∃h = h   ≥ l (5) 

∀∈∀∈  , ≤ 1


 (6) 

∀∈∃!∈,!∈,  = 1 , U, ∈ {0,1} (7) 

 
PS refers to Project Schedule, which is composed of a set 

of tasks (J = 1,..., n) and a set of employees (K = 1,…, m). 
Here, n represents the number of tasks, and m represents the 
number of employees. T denotes the completion duration of 
the solution, while Tmax represents the sum of durations from 
all tasks. The cost can vary, with cmin representing the total 
cost of all tasks assigned at the cheapest employee wage 
without considering skill constraints, and cmax representing 
the total cost of all tasks assigned at the most expensive 
employee wage without considering skill constraints. Each 
task, j, has its hourly duration (dj), start time (Sj), and finish 
time (Fj). Pj refers to the predecessors of task j. The hourly 
rate salary of employee k is denoted as sk. Q encompasses all 
the available skills, and Qk represents the subset of skills 

possessed by employee k (Qk = 1,…., r). Here, r denotes the 
number of skills possessed by employee k. Each skill, q, has 
an associated level lq, and hq represents skill q.  

Jk is a subset of all tasks that employee k can perform. 
The cost of employee k performing task j is denoted as c 
(c  = dj × sk). If U,  = 1, it signifies that employee k is 
assigned to task j at time t. Conversely, if U,  = 0, it 
indicates that employee k is not assigned to task j at time t.  

Equation (1) denotes the duration optimization.  is 
an evaluation function of project schedule’s duration. 

The first constraint (2) preserves the positive values of 
resource salaries and ability to perform at least one task by 
every resource. Equation 3 states that every task has positive 
finish date and duration, while (4) shows the precedence 
constrains rule. Next two equations: (5) introduces skill 
constraints and transforms RCPSP into MS-RCPSP. 
Constraint (6) describes that any resource can be assigned to 
no more than one task in given time during the project. The 
last constraint (7) says that each task must be performed in 
schedule PS by one resource assignment. 

C. Differential Evolution 
Differential Evolution (DE) is an evolutionary algorithm 

proposed by R. Storn and K. Price in 1997 [17]. DE follows 
a directed evolutionary approach, utilizing mutation 
techniques to generate improved solutions in subsequent 
generations. This algorithm has shown great effectiveness in 
solving various NP-Hard problems. S. Selvi et al. [18] 
presented a DE based method for scheduling problems in the 
Cloud computing environment, aiming to minimize 
execution time. The DE algorithm drives population 
evolution through the use of crossover (recombination), 
mutation, and selection operators. The key distinction 
between the DE algorithm and GA lies in their mutation 
operators. In DE, the mutation operator utilizes orientation 
information to modify solutions within the current 
population. The general procedure of the DE algorithm can 
be described as follows. Imagine a population comprising 
candidate solutions (i.e., schedules), with each solution 
composed of D components represented as a vector xi =  
(xi,2, xi,2,...,xi,D) where xi,j ∈ R and i=1,2,…,N and j=1,2,…,D. 

For mutating a solution (8) xi, the DE algorithm 
randomly chooses three other solutions from the population: 
xr1≠ xr2 ≠ xr3 ≠ xi. The mutation operator then impacts the 
solution xi by calculating a new solution vi as follows: 

v = x + Fx − x (8) 

The mutation constant, denoted by F, holds a value 
within the range [0,1]. The resulting solution vi, derived from 
the mutation operator, is referred to as the mutation solution 
of xi. The parameter F plays a crucial role in adjusting the 
magnitude of the directional vector and is known as the 
directional hop length. Following the implementation of the 
mutation operator, the DE algorithm employs the one-point 
crossover operation to merge information from the parent 
solution xi with the mutation solution vi. This crossover 
operation involves selecting a random number CR (CR ∈  
[0, 1]) to serve as the probability of crossover. The outcome 
of the crossover operator is a vector with its components 
computed using the following method: 
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u, = ,  . ≤    = ,  . ≥    ≠   (9) 

In the expressions provided (9), i varies from 1 to N, and 
j varies from 1 to D. randi,j represents a mutation constant 
with a value within the range [0,1]. Irand is a random number 
with a value within the range [1, D]. It ensures that the 
mutation solution vi is always distinct from the original 
solution xi. To select the solution for the next generation, DE 
employs the selection operator on the parent solution xi and 
the solution ui in the following manner (10). 

x + _1 =    <  ℎ   (10) 

D. Differential Evolution with multidimensional real-valued 
functions for solving the MS-RCPSP 
While DE was originally designed for multidimensional 

real-valued functions, the solutions in MS-RCPSP consist of 
arrays of integer value elements. Consequently, a new 
measurement model was developed to assess the disparity 
between two schedules (i.e., solutions). The new model is 
formulated as follows: Let P = (p1, p2, ..., pn) represent the 
unit vector, where each element pi is calculated as 100 
divided by (ki-1), where ki denotes the number of resources 
that can handle task i. The difference between two schedules, 
X = (x1, x2, ..., xn), and Y = (y1, y2, ..., yn) is represented by 
the differential vector, D = (d1, d2, ..., dn). 

D = X-Y (11) 

To obtain schedule X from schedule Y and the 
differential vector D, the following equation (11) is used:  
xi = position(round(yi + di)) where position(i) corresponds to 
the resource that corresponds to position i. Here, di is 
computed as pi multiplied by (order(xi) - order(yi)), where 
order(xi) denotes the position of resource xi in the resource 
set RSi. The process commences with generating an initial 
population and evaluating the fitness of each solution. 
Subsequently, the best solution is identified within the 
population. Then, a loop is initiated, ranging from the first 
generation to the final generation. During each generation's 
process, the following steps are executed: Apply the 
mutation process. The mutation has process as follows: 
begins by randomly selecting genes from three unique 
individuals in the current generation's population. These 
genes are then combined using a formula to create a new set 
of genes for the mutant individual. Then, perform the 
crossover process. The crossover has process as follows: 
swapping a gene between trial, donor, and target individuals 
from consideration of crossover rate (CR) and the random 
value. Calculate the fitness of each solution. If any solution 
is superior to the current best solution, replace the best 
solution with that solution. Then, apply the reassignment. 
The reassignment has process as follows: examining the last 
finished task in the current best solution and attempting to 
assign it to another resource. If the modified solution still is 
worse than the current best solution, retain the current best 
solution. However, if the modified solution improves, update 
the best solution to be the modified solution. 

III. THE PROPOSED WORK 
The experiment [6] demonstrated favorable outcomes 

when using this method, showcasing its superiority 
compared to other algorithms such as GreedyDO, HAntCO, 

and GA. However, DEM does not possess a mechanism to 
effectively handle issues like local optimum problem and 
premature convergence problem, leading to unsatisfactory 
search results. To counteract these challenges, DEM 
attempts to increase diversity within the population through 
the application of mutation techniques [19], the population 
became more diverse, effectively reducing or resolving local 
optimum problems and yielding improved answers.  

The proposed research aims to further enhance diversity 
within the population by implementing the twice mutation 
technique, which involves executing two mutations per 
generation. This technique enhances genetic variability and 
expands the search space, with the goal of achieving better 
results. Applying twice mutation technique with DEM is 
called that TWDEM.  

Nevertheless, the higher the count of performed 
mutations, the greater the consumption of resources and time 
during the search process. Increasing the number of 
mutations doesn't necessarily lead to improved outcomes; in 
fact, excessive mutations are futile and result in wastage of 
time and resources. Thus, it's important to avoid excessive 
mutation. 

To validate this research hypothesis, the current 
experiment utilizes the triple mutation technique, involving 
three mutations executed per generation. However, the 
experimental results reveal that the search outcomes of the 
triple mutation technique are akin to those of the twice 
mutation technique. This implementation of the triple 
mutation technique with DEM is referred to as TRDEM. 

 The results highlight that having too few mutation 
operations yields inferior answers, while an excess of 
mutation operations leads to resource wastage. Hence, this 
research proposed TWDEM in order to improve searching 
performance of DEM. The proposed algorithm is called 
modified DEM with the twice mutation for solving multi-
skill resource-constrained project scheduling problems or 
TWDEM. Pseudo code of TWDEM is shown below: 

Algorithm 1: TWDEM pseudocode 
1 populationSize = 100 
2 generationLimit = 50000 
3 staleLimit = 200 
4 maxClones = 200 
5 mutationRank = 1 
6 F = 0.1 
7 CR = 0.1 
8 generation = 0 
9 lastUpdate = 0 
10 numClones = 0 
11 population ← Generate initial population and calculate the 

fitness 
12 bestIndividual ← Find the best individual in the population 
13 While (the generation is in the generationLimit) AND 

(generation – lastUpdate < stateLimit) AND (numClones < 
maxClones) 

14  For i = 0 to (populationSize – 1) 
15   donor = Mutation(population[i], F)← Mutate 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

74

population[i] 
16   trialGenes = Crossover(population[i].genes, donor, 

CR) ← Crossover genes of population[i] and donor 
17   trialIndividual ← Build individual, calculate the 

fitness and its schedule from trial genes 
18   isBetter ← Select better one between population[i] 

and trialIndividual 
19    If trialIndividual is better than bestIndividual 
20    bestIndividual = trialIndividual 
21    lastUpdate = generation 
22   End If 
23   numClones ← Number of duplicate individual in 

current generation 
24  End for 
25  generation + 1 
26 End while 
27 newBest ← Reassignment(bestIndividual) 
28 Return newBest 

 

Where:  
• populationSize: number of solutions in the population.  

• generationLimit: the limit of generation of the 
population.  

• staleLimit: the limit distance between the current 
generation and the last generation that found the best 
solution.  

• maxClones: the limit of solutions duplications during 
each generation.  

• mutationRank: number of different individuals 
(solutions) randomly chosen from the population to be 
used in the mutation process.  

• F: the scaling factor used in the mutation process of the 
Differential Evolution algorithm.  

• CR: the crossover rate used in the Differential Evolution 
algorithm. It controls the probability of applying the 
crossover operation to generate a trial solution during the 
mutation process. 

 After configuring the limits, the algorithm generates the 
initial population and identifies the best individual within it. 
Before proceeding with the Differential Evolution (DE) 
steps, it verifies the current generation number, the last 
generation update, and the number of duplications in the 
population. Following the verification, the DE process is 
carried out in a loop. The process begins with the mutation 
step, where the random mutation is applied. Three solutions 
are randomly selected from the population and passed 
through the mutation formula, which incorporates a scaling 
factor denoted by F. Generally, in DE and DEM mutate 
genes only one time but in TWDEM mutate genes two times 
to increase the search space to be wider and get more 
possibility of the best value. In the crossover process, it uses 
binomial methodology from using the mutated genes to 
process by swapping genes between mutated genes and the 
genes of the current solution by considering from random 
number and crossover rate (CR). The genes that are mutated 

and crossover will be created as a new solution and selected 
by one to one methodology which select by comparing their 
evaluation value and choose the best one. After performing 
the steps of the DE strategy, the reassignment function is 
called to find the better schedule by leading the DE 
algorithm follow the correct direction in the space of 
schedules from creating new schedules based on the best 
one. 

IV. EXPERIMENTS AND RESULTS 

A. The Measures of Algorithm Performance 
 To compare the performance of the algorithm, we utilize 
the average value from multiple runs due to DEM being a 
stochastic algorithm. The performance measures used in the 
experiments are as follows: Best duration value (BD): This 
represents the best completion duration achieved across all 
runs, measured in hours. Average of BD (ABD): It is the 
average of the best completion duration obtained in the final 
iteration from all runs, measured in hours. Average of ABD 
of all datasets (AABD): This is the average of ABD values 
obtained from all datasets. Standard deviation (SD): This 
measures the variability or spread of the results. Average of 
SD of all datasets (ASD): It represents the average of SD 
values from all datasets. ASD and SD indicate the solution 
searching reliability of the algorithm. AABD, BD, and ABD 
indicate the solution searching efficiency of the algorithm. 
The lower all values are, the better the algorithm's 
performance. The experiment involved thirty-six datasets 
obtained from the iMOPSE dataset benchmark problems 
[20], a widely recognized dataset often employed for 
addressing RCPSP (Resource-Constrained Project 
Scheduling Problem) challenges. These datasets were 
divided into two groups of project instances, one containing 
100 tasks and the other containing 200 tasks. These standard 
datasets were used to ensure unbiased and equitable 
comparisons of algorithm performance. 

B. Parameters Setting 
The parameters are as follows for all experiments: 

staleLimit = 200, maxClones = 200, mutationRank = 1,  
F = 0.1, and CR = 0.1. These values get from the results from 
experiments. The select values that can create the best result. 
The number of Population used is 100. The number of 
experiments of each datasets is 20 runs. The maximum 
number of Generation  is set as 50000. 

C. Experiment of Proposed Algorithm 
From the experimental outcomes presented in Table 1, it 

is evident that the solution quality of TWDEM surpasses that 
of DEM and TRDEM, as indicated by its lowest AABD, BD 
and ABD across all tested cases. Also, evaluate the 
performance of proposed algorithms TWDEM in comparison 
with previous algorithms GreedyDO and HAntCO. This 
demonstrates that the implementation of the twice mutation 
technique in TWDEM enhances the search performance of 
DEM, leading to improved answers. Moreover, it increase 
the diversity of population proves beneficial in reducing the 
risk of getting trapped in local optima and obtaining better 
answers. 

 Furthermore, TWDEM exhibits higher reliability 
compared to DEM and TRDEM, evident from its lowest 
ASD and SD across all tested cases. This indicates that the 
implementation of the twice mutation technique increases the 
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population's diversity, leading to a reduced risk of getting 
stuck in local optima and enhancing the algorithm's overall 
reliability. Consequently, TWDEM outperforms DEM and 
TRDEM in terms of both reliability and solution quality. 

While TWDEM exhibited superior outcomes in terms of 
both reliability and solution quality compared to TRDEM, 
the differences between the results are very small. This 
suggests that employing either the twice mutation or triple 
mutation techniques leads to comparable outcomes. 
Nevertheless, it is worth noting that TRDEM consumes more 
resources and time without achieving the desired level of 
performance, making it an inefficient choice for further 
processing. 

This outcome serves as evidence that an excessive 
number of mutations is not suitable. Therefore, the number 
of mutations significantly influences searching answers of 
DEM, and employing an appropriate number of mutations is 
crucial to results search of DEM. 

V. CONCLUSION 
The differential evolution with multidimensional real-

valued functions (DEM) can solve MS-RCPSP efficiently 
and get the good answers. The experimental results 
demonstrate that the solutions obtained by DEM outperform  

those achieved by GreedyDO, HAntCO, and GA. 
However, DEM lacks a mechanism to address and mitigate 
issues related to local optima and premature convergence, 
leading to unsatisfactory search outcomes. Therefore, this 
research proposal introduces the twice mutation technique to 
enhance diversity within the population and achieve 
improved results. From experimental results of this research 
shows that too few mutations obtain bad answers and rarely 
searching performance. While, too many are mutations affect 
to lose the resource wastefully. So, this paper proposed the 
mutation technique is two execute per generation. The 
proposed technique is called that TWDEM in order to 
improve searching performance of DEM and get better 
answer. TWDEM can solve and decrease trapping in local 
optimum problem and improve searching of DEM. From the 
experimental results, the proposed TWDEM outperforms 
DEM and TRDEM with regard to the reliability and quality 
of solutions in all test cases. 
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TABLE I.  COMPARATIVE RESULTS OF DEM, TWDEM, AND TRDEM 

 

Name Datasets GreedyDO HAntCO DEM TWDEM TRDEM 
ABD BD SD ABD BD SD ABD BD SD 

100_5_22_15 630 504 458 458 0 458 458 0 458 458 0 
100_5_46_15 693 604 585 585 0 585 585 0 585 585 0 

100_10_26_15 370 266 262.8 261 3.5 261 261 0 261 261 0 
100_10_48_15 344 279 296.8 285 7.4 261 261 0 261 261 0 
100_20_22_15 353 161 172.3 157 10.4 134.8 133 1 137.3 136 1.5 
100_20_46_15 394 194 209.2 192 10.3 181 181 0 181 181 0 
100_20_47_9 390 180 180.2 170 6.4 138 136 1.4 142.3 140 1.8 

200_10_50_15 763 529 428.8 419 8.7 389 387 0.8 389.2 388 1.1 
200_10_50_9 817 546 517.7 487 30 465 465 0 465 465 0 

200_20_145_15 480 309 246.5 232 10.3 161.3 153 3.8 165 160 5 
200_20_54_15 488 336 319.7 308 16.9 270.7 269 1.4 273.7 272 1.8 

200_40_133_15 512 214 204 196 9.1 171.7 164 2.1 175 172 4.8 
200_40_45_15 616 206 201.3 180 11.2 164.3 164 0.8 166.7 164 3.8 
100_10_64_9 533 488 371 371 0 371 371 0 371 371 0 

100_10_65_15 426 256 320.5 316 3.1 305 305 0 305 305 0 
200_40_130_9_D4 1710 896 690.2 652 30.4 513 513 0 513 513 0 

200_40_45_9 821 208 200.3 181 11.9 175 172 2.1 175.8 172 2.9 
200_40_90_9 963 192 204.7 195 7.5 175.5 172 1.1 178.2 174 4.6 

200_40_91_15 519 184 216.2 199 11.8 163.3 155 3.8 168.2 163 5.5 
100_20_23_9_D1 617 184 217.8 193 13.8 172 172 0 172 172 0 

200_20_97_9 816 296 324.3 286 38.2 267.7 261 4 271 263 5.5 
200_20_97_15 680 336 375.5 361 13.9 336 336 0 336 336 0 
200_20_55_9 999 288 293.7 280 14.1 266.5 261 1.9 268.5 267 3.3 

AABD 317.2 277.6 279.1 
ASD 11.7 1.1 1.8 
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Abstract— This paper proposed a modification of genetic 
algorithm with a new technique called the flexible crossover 
operation for solving the capacitated electric vehicle routing 
problem (CEVRP). The framework of this paper is based on the 
concept of the classic genetic algorithm (GA). To improve the 
performance of the genetic algorithm, two aspects have been 
proposed, 1) The Pre-Post mutation is present to obtain the 
ability of local search capacities. 2) The flexible crossover 
operation is proposed to enhance the diverse capabilities. The 
proposed algorithm has been evaluated and compared to the 
state-of-the-art algorithms. The experimental result on seven 
data sets demonstrated that the proposed algorithm is effective 
for solving a small and medium data set of capacitated electric 
vehicle routing problem. 

Keywords— Capacitated Electric Vehicle Routing, Genetic 
Algorithm, Adaptive Technique 

 

I. INTRODUCTION  
Nowadays, electric vehicles are one product in the 

automotive industry which uses green energy to drive.  Electric 
vehicles are used in multiple businesses, especially in 
transportation. The capacitated electric vehicle routing 
problem (CEVRP) is one problem in modern transportation 
areas which finding the shortest route and optimizing the 
vehicle capacities is the main objective. Therefore, the use of 
the evolutionary and metaheuristics algorithm is utilized for 
finding optimal solutions. In the past few years, many 
researchers have presented new algorithms for solving this 
kind of problem. Ya-Hui Jia et al. [1] present a new algorithm 
which based on the ant colony optimization named the novel 
bilevel ant colony optimization (BACO) for solving CEVRP. 
In their work, the model is divided into two parts. For the first 
part, the order-first split-second max–min ant system 
algorithm is utilized to generate routes according to the 
demands of customers. In the second part, a new method is 
present to decide the charging schedule according to the 
electricity constraint. For the comparison results, the 
performance of BACO is outstandingly better on most of the 
data set. Kui-Ting Chen et al. [2] proposed a new model that 
applied a particle swarm with adaptive multi-swarm strategy 
for solving the capacitated vehicle routing problem with 
pickups and deliveries. In this model, the adaptive multi-
swarm strategy maintains the global search ability and local 
search capability. This paper divided a particle swarm into 
multiple small groups then employed a different technique to 
each group. The test results show that the proposed method can 

reduce iteration times and the transportation cost. Yanfei Zhu 
et al. [3] employs the elitist genetic algorithm for solving 
electric vehicle routing problems. In this paper, the improved 
neighbor routing method is utilized in the initialization to 
generate the quality first customer in the initialization process. 
The rationale behind this concept is to create a suitable 
population then inherit to the next stage. The experimental 
studies show the effective performance of the algorithm when 
compared with other state of the art algorithms. R. Yesodha 
and T. Amudha [4] used the biologically inspired 
metaheuristic named the firefly algorithm for solving the 
capacitated vehicle routing optimization problem. Their work 
enriches the search performance of original firefly algorithm 
by proposed the intra and inter route operators as the heuristic 
method. The computational result shows the enhanced firefly 
are found better than standard firefly technique.  

In this paper, the modified genetic algorithm is proposed. 
A flexible crossover operation that automatically employed 
the crossover probabilities is presented to enhance efficiency. 

The rest of this paper is organized as follows: in section 2, 
the background theories are briefly described; in section 3, the 
step of proposed algorithm is presented. Section 4 shows the 
results, and a conclusion in section 5. 

II. BACKGROUND THEORY 

A. The Capacitated Electric Vehicle Routing Problem 
Capacitated electric vehicle routing problem (CEVRP) [5] 

is categorized as one of vehicles routing problems (VRP) 
which is a subset in combinatorial optimization field. The 
CEVRP aims to minimize the vehicle routing distance while 
transporting the products.  

In detail, each electric vehicle (EV) needs to manage the 
deliveries workload and energy capacity that continues to 
decrease. Each EV may be charged at the EV charge station 
multiple times, or it may not charge at all.  

The constraint of the CEVRP is as follows: 

• The route begins at the departure station. 

• One customer can be visited exactly once. 

• Electric energy and carry on capacity of each vehicle 
has limited. 

• When delivered, each EV needs to return to the 
departure station. 
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 The cost function of CEVRP is calculated by Eq. (1), 
where 

• Cust(Dist) represents a summation of the Euclidean 
distance between the customeri and customerj with the 
Euclidean distance between of the last visited 
customer and the departure station. 

• Charge(Dist) states as  the Euclidean distance of the 
customerj and the EV charge station. 

 

 

 

 

 

 

 

 

 
Fig. 1. The example of an electric vehicle routing problem  

Figure 1 shows the example of an electric vehicle routing 
problem with 5 customers and 2 charging stations. The carry-
on capacity equals 400 kg. around the trip. The EV needs to 
put in electric energy whenever it is below the energy capacity. 

 For electric vehicle routing1: EV1 starts at the departure 
point, then visit customer1 ( c1) -  charge station1 (charge st1) 
– customers2 ( c2) and return to departure point.  
 
 For electric vehicle routing2: EV2 travel from departure 
point, then delivery products to customer4 (c4) – customer5 
(c5) -  charge station2 (charge st2) – customers3 ( c3) and return 
to departure point.  

B. Genetic Algorithm 
 Genetic algorithm (GA) [6] is an evolutionary algorithm 
which imitated the process of natural selection of organism.   
GA are admire used to search and create the high-quality 
solution for solving both combinatorial and continuous 
optimization problems.  The process of GA beginning by the 
chromosome initialization process then the parent selection 
procedure is applied. Thereafter, the crossover and mutation 
operation are used to generate the offspring chromosome. The 
fittest chromosome is the result of GA.  

III. PROPOSED ALGORITHM 
 The proposed algorithm is mainly based on the concept of 
the genetic algorithm which divided into five stages as follow: 

A. The Encoding Stage 
 For the encoding method, the chromosome is divided into 
two parts. First part represents the routing of customer 
position that needs to visit arranged from left to right. The 
second part shows the sequence of the EV charge station. The 
energy recharge order  is arranged from left to right.  
 Figure 2 shows the example of chromosome encoding. In 
the first part, the chromosome consists of two electric 
vehicles. 
 The Electric V1 travel to two customers with one recharge 
: Customer number 1 (C1) - Charge St. 1 - Customer number 
3 (C3).    
 The Electric V2 visit to three customers with one recharge 
: Customer number 4 (C4) - Charge St. 2 - Customer number 
5 (C5) - Customer number 2 (C2). 
 In the second part, the chromosome represent the 
arrangement of the EV charge station of Electric V1 and 
Electric V2. 
 
 

 

 

 

 
Fig. 2. The example of solution encoding  

B. The initialization Stage 
 At this stage, the initial population of N chromosome is 
generated according to the routing constraint. Each customer 
is randomly assigned to a different EV. The EV charge station 
is randomly chosen when the energy of EV is almost over. 
After constructing the N chromosome, the fitness values of all 
chromosomes are evaluated according to equation 4. 
  

   
 

                      (4) 

 
 The initial population is divided into two groups. The first 
group contains the best 50% of initial population which 
inherited to the flexible crossover operation stage and the rest 
of initial population is transferred to the pre-mutation stage. 

C. The Pre-Mutation Stage 
 In this stage, the initial population which carrying from the 
previous stage is rename as G2 chromosome. For each of the 
gene in the G2 chromosome, the random number between 
zeros and one is  created then compared with a mutation 
probability (PM). If the random number morethan the PM, the 
customerk is assigned to the nearest electric vehicle under the 
routing constrain. When the random number is less than the 
PM, the customerk is  assigned to the 2nd  or 3rd closest electric 
vehicle. The G2 chromosome is replaced by the mutate 
chromosome when the fitness value of the mutate 
chromosome is better than the G2 chromosome.  
 The rational behind this idea is to enhance the global 
search capabilities of the proposed model. 
 

Departure  
Point 

C1 C2 

C3 

C4 

C5 

Charge St1 

Charge St2 

C1 C3 C4 C5 C2 

Charge St. 2 

Electric V 1 Electric V 2 

First Part 

Second Part Charge St. 1 
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D. The Selection and Flexible Crossover Operation Stage 
 For the selection, the best 50% of the initial population 
and the G2 chromosome from the previous stage are 
integrated as the cross chromosome. Thereafter, sort the 
fitness values of the cross chromosomes from best to worst 
then separated into three bins. 
 The flexible crossover operation beginning by calculated 
the adaptive crossover probability (APC) according to 
equation (5). The APC of each cross chromosome started by 
0.8. When the offspring chromosome worse than the parent 
chromosome, the APC will gradually drop about 3%. 
However, the APC will gradually return by 3% when the 
offspring chromosome better than the parent chromosome.  
 Means that, the use of flexible crossover operation will 
increase the chance that the high quality chromosomes of each 
bin are selected in the right proportion. 
  

    ()∗
∑ 




                            (5) 

 
 When a set of parent chromosome is selected, the multiple 
point crossover operation is applied to the first part and the 
electric charge station of this chromosome is reassigned. 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. The example of the flexible crossover operation 

E. The Post-Mutation Stage 
 The post-mutation is utilized to the offspring chromosome 
from the previous stage. For each offspring chromosome, we 
randomly generated the number between zero and one. If the 
random number less than the mutation probability (PM), we 
applied the iterated local search (ILS) which embedded the 2-
Opt and 3-Opt algorithm.  
 For the iterated local search,  
 Firstly, the new one chromosome is generated from the 
offspring chromosome by the 2-opt algorithm.  
 Secondly, defined the new chromosome as the starting 
solution and determined it as the best solution.    
 Thirdly, employed the 2, 3-Opt algorithm to generate the 
neighborhood chromosome from the starting solution. The 
best of the neighborhood chromosome and the offspring 
chromosome is always accepted.  
 This local search is terminated when reach the criteria. 

F. The Final Stage 
 In the final stage, the stopping conditions are checked. If 
any of the stopping conditions below are met, this algorithm 
will be terminated.  

• The maximum number of iterations has been reached. 
• Eighty percent of the population shares the same fitness 

value. 
 If not reach the stopping condition, the initial population 
of the next iteration is selected from all chromosomes 
contained in the current generation, both the parents and the 
offspring; then go back to the initialization stage.  

IV. EXPERIMENTAL RESULTS 

A.  Test Data Set 
 In this experiment, the performance of the proposed 
algorithm is evaluated and compared to a state-of-the-art 
algorithm. The data set is used in this article is obtained from 
the benchmark set for the IEEE WCCI-2020 Competition on 
Evolutionary Computation for the Electric Vehicle Routing 
Problem [7] which briefly described as follows: 
 This test set consists of 7 small problem instances.  

• E-n22-k4: consists of 4 vehicles with 21 customers, 
the number of EV charging stations is 8 and the 
maximum load of an EV is 6000. 

• E-n23-k3: consists of 3 vehicles with 22 customers, 
the number of EV charging stations is 9 and the 
maximum load of an EV is 4500. 

• E-n30-k3: consists of 3 vehicles with 29 customers, 
the number of EV charging stations is 6 and the 
maximum load of an EV is 4500. 

• E-n33-k4: consists of 4 vehicles with 32 customers, 
the number of EV charging stations is 6 and the 
maximum load of an EV is 8000. 

• E-n51-k5: consists of 5 vehicles with 50 customers, 
the number of EV charging stations is 5 and the 
maximum load of an EV is 160. 

• E-n76-k7: consists of 7 vehicles with 75 customers, 
the number of EV charging stations is 7 and the 
maximum load of an EV is 220. 

• E-n101-k8: consists of 8 vehicles with 100 customers, 
the number of EV charging stations is 9 and the 
maximum load of an EV is 200. 

C1 C3 C4 C5 C2 

Electric V 1 Electric V 2 

Parent1 

C5 C2 C1 C4 C3 

Electric V 1 Electric V 2 

Parent8 

Bin 1 

Chr10 

Chr7 

Bin 2 

Chr5 

Chr3 

Chr11 

Chr8 

Bin 3 

Chr9 

Chr12 

Chr2 

Chr6 

C1 C4 C3 C2 C5 

Electric V 1 Electric V 2 

Parent12 

C1 C3 C5 C2 C4 

Electric V 1 Electric V 2 

Offspring1 

Charge St. 1 Charge St. 1 

C1 C4 C3 C5 C2 

Electric V 1 Electric V 2 

Offspring2 

Charge St. 2 Charge St. 1 
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B.  Results and discussion 
 Table 1 illustrates the comparative results of the proposed 
algorithm and state-of-the-art metaheuristic algorithms. The 
column labelled "BKS" shows the best known of the problem 
data set. The row labeled with "Avg. Dev. BKS(%)" reports 
the average percentage deviation from the best known. The 
following are summaries of the comparison results. 
 All three algorithms tie for first place for the E-n22-k4, E-
n23-k3 and E-n30-k3. For the E-n33-k4, the VNS comes in 
first place, followed by the proposed algorithm. For the E-
n51-k5, E-n76-k7 and E-n101-k8, the proposed algorithm 
outperforms other compared methods. 

TABLE I.  COMPARATIVE RESULT 

Problem Set 
Result 

BKS Proposed GA [8] VNS [9] 

E-n22-k4 384.67 384.67 384.67 384.67 

E-n23-k3 571.94 571.94 571.94 571.94 

E-n30-k3 509.47 509.47 509.47 509.47 

E-n33-k4 840.14 842.90 844.25 840.43 

E-n51-k5 529.90 534.26 529.90 543.26 

E-n76-k7 692.64 693.52 697.27 697.89 

E-n101-k8 839.29 840.17 852.69 853.34 

Avg. Dev. BKS(%) 0.197 0.393 0.712 

V. CONCLUSION 
  This paper presents a modified version of the genetic 
algorithm for solving the Capacitated Electric Vehicle 
Routing Problem. The flexible crossover operation is 

employed to enhance the diversity capability of the proposed 
algorithm. The iterated local search technique embedded in 
the mutation process to avoid the algorithm getting stuck in 
the local optimum area. Testing with the standard data set 
benchmark, our proposed algorithm proved to be the most 
effective among the three algorithms tested. 
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Abstract— To determine the effectiveness of metaheuristic 
Differential Evolution optimization strategy for inventory 
management (IM) in the context of stochastic demand, this 
empirical study undertakes a thorough investigation. The 
primary objective is to discern the most effective strategy for 
minimizing inventory costs within the context of uncertain 
demand patterns. Inventory costs refer to the expenses 
associated with holding and managing inventory within a 
business. The approach combines a continuous review of IM 
policies with a Monte Carlo Simulation (MCS). To find the 
optimal solution, the study focuses on meta-heuristic 
approaches and compares multiple algorithms. The outcomes 
reveal that the Differential Evolution (DE) algorithm 
outperforms its counterparts in optimizing IM. To fine-tune the 
parameters, the study employs the Latin Hypercube Sampling 
(LHS) statistical method. To determine the final solution, a 
method is employed in this study which combines the outcomes 
of multiple independent DE optimizations, each initiated with 
different random initial conditions. This approach introduces a 
novel and promising dimension to the field of inventory 
management, offering potential enhancements in performance 
and cost efficiency, especially in the presence of stochastic 
demand patterns. 

Keywords— differential evolution; genetic algorithm; 
inventory management; non-linear optimization; stochastic 
demand.  

I. INTRODUCTION  
Inventory management (IM) is a critical aspect that is 

linked to business profitability in a modern organization. With 
increasing uncertainties and complexities, businesses need 
data-driven computational techniques to manage inventory. 
Real-world issues like stockouts, excess inventory, and 
revenue losses can be addressed using mathematical 
optimization approaches. In the past, several studies have 
made significant contributions to IM and highlighted the 
importance of sophisticated computational techniques to 
optimize inventory decisions to manage demand variations 
(e.g., [19]; [33]; [6] etc.). Building on their arguments, recent 
studies highlighted the growing complexities in IM driven by 
demand uncertainties, which have led to the development of 
computation-intensive simulation and optimization methods 
([44] and [10]). Several recent studies have emphasized the 
relevance of optimization throughout the value chain (e.g., 
[24], [25], [11], etc.).  

Despite several available works, the advancement of 
technology, globalization, and evolving customer 
expectations have made IM a complex task and an active 
research area. Researchers are constantly exploring innovative 

approaches and methodologies to handle this complexity 
effectively. Through this work, we address the questions of 
how to effectively manage inventory with stochastic demand, 
focusing on a continuous review policy approach, and how to 
optimize the total cost. Meta-heuristic optimization 
techniques such as Grey Wolf Optimizer (GWO), Whale 
Optimization Algorithm (WOA), Metaheuristics (MH) with 
Simulated Annealing (SA), Monte Carlo Simulation (MCS) 
with Bayesian Algorithm (BA), and Differential Evolution 
(DE) have been explored in this work. The findings reveal that 
DE is the most effective and simple heuristic optimization to 
deal with stochastic demands.  

In the end, this work implements Adaptive DE by 
combining several DE variants and dynamically allotting 
computing resources based on their individual historical 
performance. The method helps to mitigate the risk of local 
optima and enhance the optimization process. The goal is to 
explore different regions of the parameter space to find a 
robust and reliable solution. The efficacy of the optimized 
policy may be sensitive to demand distribution. Therefore, this 
work performed a sensitivity analysis to assess the robustness 
of the policy under various scenarios. 

The major contribution of this study is to experiment with 
a simulation-optimization model that can be applied with DE 
to select a nearly ideal IM policy under stochastic demand. 
The finding shows the proposed simulation optimization 
efficiently solves inventory policies by using the structure of 
the objective function rather than an exhaustive approach. 

II. PREVIOUS WORK 
The importance of optimization is reflected in several 

studies (e.g., [25]; [24]; [11]; etc.). Optimization approaches 
offer a systematic method to further enhance inventory 
management ([31]; [28]). Studies (e.g., [33]; [34]; [26]) and 
subsequently industry reports suggest that IM costs can range 
a sizeable portion, which is approximately 20–40% of the total 
supply chain costs. It has been proposed that the effective 
simulation-optimization approach can bring a 16% reduction 
in costs by implementing the optimal policy. [12].  

Several studies have discussed different optimization 
techniques ([14]; [4]; [42]). However, none of the works 
guaranteed an optimal solution if the original assumptions and 
considerations were violated [15]. On the same note, when 
using optimization techniques to solve IM problems, it is 
important to carefully consider the assumptions and 
constraints underlying the model [29]. These studies 
highlighted the importance of incorporating uncertainty and 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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variability into the model because real-world inventory 
systems are often subject to such factors. Moreover, IM under 
uncertainty is challenging to solve due to the non-linearity of 
the model and several local optimum solutions ([8]; [17]). In 
recent times, metaheuristic algorithms have frequently been 
employed as powerful solutions for IM ([13]; [7]). Owing to 
their ability to effectively search for the solution space of 
complicated problems, meta-heuristic algorithms have 
received considerable attention in recent years (e.g., [1]; [9]; 
[41]; [7]; [34]; etc.). A recent study employed meta-heuristic 
algorithms for inventory optimization by presenting GWO 
and WOA as two novel solution approaches [30]. Though 
GWO was introduced to solve optimization problems [e.g., 
23], some researchers criticized the fact that GWO mostly 
suffers from a lack of population diversity ([29]; [39]). To 
overcome this limitation, an improved version of GWO was 
presented [27]. Some authors emphasized the application of 
SA in the context of IM and the efficiency of SA in resolving 
the difficulties brought on by the unpredictability of demand 
and the requirement to optimize inventory policies under 
uncertainty (e.g., [40]; [21] etc.).  

To overcome the limitations and improve algorithm 
efficiency, DE was introduced effectively for optimization 
[36]. It was compared with different optimization 
approaches; however, the DE method outperformed all other 
approaches in terms of the required number of function 
evaluations necessary to locate a global minimum of the test 
functions. Meta-heuristic approaches for inventory 
forecasting were also studied, which revealed the superior 
performance of DE even compared to CNN-LSTM [43]. The 
superiority of DE was supported by an exhaustive literature 
review, which revealed that 158 out of 192 papers were 
published between 2016 and 2021, showing that academics 
have improved DE to increase its effectiveness and efficiency 
in handling a variety of optimization challenges [2]. 

Moreover, the MCS method is commonly used to 
propagate the uncertainties of random inputs in the case of 
stochastic demand (e.g., [16]; [14]; [31]). This establishes that 
simulation is an integral part of IM during stochastic demands. 
MCS allows the incorporation of stochastic variability in 
demand patterns. The growing body of work in metaheuristic 
optimization indicates ongoing research efforts to improve the 
effectiveness of these techniques and their application in 
solving various optimization challenges in inventory 
management. 

III. METHODOLOGY 
A three-stage approach employing a comprehensive 

methodology was adopted in this study to analyze and 
optimize the IM policy. Fig. 1 displays the methodological 
framework applied in this study, with shaded areas for various 
stages. First, the demand for products was collected over 365 
days. The data were simulated to estimate the probability of 
experiencing various demand levels. These simulations 
allowed us to create multiple scenarios and observe the 
potential outcomes. The policies considered herein include 
continuous reviews and cross-docking. The performance of 
these policies was compared based on their ability to minimize 
total costs while ensuring an acceptable level of service. 

    ℎ          
                                    (1) 

By considering all these costs, we aim to develop an 
inventory policy that minimizes costs and maximizes profits.  

 The results of the simulations are analyzed and interpreted 
to provide insights into the effectiveness of each policy. Once 
the optimal policy is identified, the next goal is to determine 
the optimal inventory levels that balance the . With 
both the goals in place, in stage three (blue shaded area), the 
various optimization techniques (e.g., GWO, MH + SA, MCS, 
WO, MCS + BO, and DE) are employed. 

 
Fig. 1.  Methodological framework (Source: Authors) 

 By employing the optimization technique and running 
simulations for a full year (365 days), we aim to fine-tune the 
inventory policy to minimize the  while considering 
the uncertainties in demand. In the final stage, sensitivity 
analysis is performed to identify different convergence rates, 
quality of solutions, and computational efficiency. 

IV. DATA ANALYSIS 
The business case selected here examines the sale of four 

distinct products and considers the adoption of a suitable IM 
policy. The goal is to minimize the total cost associated with 
purchasing, ordering, and holding inventory by optimizing 
inventory levels. We use historical demand data to calculate 
the central tendency of the data. Table I displays the statistics 
related to the four products. 

• Pr A, Pr B, Pr C, and Pr D are four distinct products. 

• ℎ  = cost of purchasing one unit of the 
item from the supplier. 

•   = time it takes for the supplier to deliver the 
item after placing an order. 

• Size = size or quantity of each item. 

•   = price at which each item is sold to the 
customers. 

•  = initial stock level of each item in the 
inventory. 

• Mean = average demand for each item over a given 
period. 

•   =   of demand for each item over a given 
period. 

•   = cost of placing an order with the supplier. 

•   = cost of holding one unit of inventory 
for a given period. 
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• Probability = probability of a stock-out event 
occurring, i.e., the probability of demand exceeding 
the available inventory level. 

•   = lead time demand for each item, i.e., 
the demand that is expected to occur during the lead 
time. 

TABLE I.  SUMMARY STATISTICS  

 Pr A Pr B Pr C Pr D 

ℎ € 12 € 7 € 6 € 37 

 9 6 15 12 

Size 0.57 0.05 0.53 1.05 

  € 16.10 € 8.60 € 10.20 € 68 

  2750 22500 5200 1400 

Mean 103.50 648.55 201.68 150.06 

 37.32 26.45 31.08 3.21 

 € 1000 € 1200 € 1000 € 1200 

 € 20 € 20 € 20 € 20 

Probability 0.76 1.00 0.70 0.23 

 705 3891 2266 785 

 

Fig. 2 displays the KDE plots of the demand distribution 
of the products over 365 days. The shapes of the curves 
provide insight into the underlying stochastic distribution of 
the data. The isolated peaks in the curves show potential 
outliers in the demand data. 

 
Fig. 2.  KDE plots of demand distribution 

A. ABC analysis 
ABC analysis is performed to categorize items based on 

their initial IM values. The analysis follows the Pareto 
Principle for the annual consumption value of each product. 
Considering CV = consumption value, then, 

    ∗              (2) 

    ∑             (3) 

%   ∑        (4) 

• Product A:      ∗
   705 ∗  €16.10 
 €11,335.50; 

• Product B:     3891 ∗  €8.60 
€33,516.60;  

• Product C:   2266 ∗  €10.20 
 €23,099.20; 

• Product D:   €53,380.00. 

            
 €11,335.50   €33,516.60   €23,099.20 

                 €53,380.00   €121,331.30                          (5) 

• %    /    €11,335.50 /   €121,331.30   0.0934;  

• %    /     €33,516.60 /   €121,331.30   0.2763;  
• %    /     €23,099.20 /   €121,331.30   0.1903;  
• %    /   

  €53,380.00 /   €121,331.30   0.4399. 
ABC categories (A, B, and C) were assigned based on 

predefined cutoff points. Here, cutoff A was set at 0.8, and 
cutoff B was set at 0.95. Products with cumulative % below 
cutoff A were assigned category A, products with cumulative 
% between cutoff A and cutoff B were assigned category B, 
and products with cumulative % above cutoff B were assigned 
category C. Table II lists the metrics used in the analysis. 

ABC analysis classifies products according to their 
consumption value, with Category A being the most critical 
products, Category B representing products of moderate 
importance, and Category C representing products of lower 
relevance. 

B. Latin Hypercube Sampling (LHS) 
The LHS is used to sample parameter combinations in a 

more evenly distributed manner. Table II lists the parameter 
values associated with the lowest average costs. The objective 
was to identify combinations that resulted in low total costs, 
indicating an efficient IM. The parameter space for calibration 
was taken as   = {100, 200, 300},  = 
{50, 100, 50},   = {0.8, 1.0, 1.2}, and   
= {0.8, 1.0, 1.2}. For experimentation and calibration, we 
treated   and   as separate entities. 
This helped for a comprehensive exploration of different 
inventory control strategies. 

TABLE II.  LATIN HYPERCUBE SAMPLING REPORT  

 Pr 
A     Pr B    Pr 

C     Pr C Lead 
time 

Order 
Qty 

Average 
cost 

Reorder 
point     753  6164 1425   383 

0.8 0.8 77,540 
Safety 
stock 377  3082   712    192 
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The number of experiments was set at 27 because, based 
on orthogonal arrays, it represents the total number of unique 
combinations for the specified parameter space. 

V. SIMULATION & INVENTORY SYSTEMS 
CR (continuous review) is more suitable for managing 

inventory with stochastic demand ([22]; [3]; [36]). An 
extensive literature review of over seven decades suggests that 
continuous policy is the most employed policy in stochastic 
inventory literature [28]. Taking a clue from their work, we 
examined both CR and CD in our empirical analysis. MCS 
was used to simulate and observe the cost and inventory levels 
over multiple simulation runs (10,000) for a period of 365 
days. 

Table III depicts the output; the reorder points and safety 
stocks for the analysis have been taken from Table II. 

TABLE III.  INVENTORY REVIEW SYSTEMS 

System definition Average cost Average inventory 
level 

Continuous review 515,262 21,251 

Cross docking 515,268 21,253 

 

Average cost and average inventory levels are calculated 
as: 

     /   
∗   

_  _ /    
∗   

The CD strategy involves minimizing the need for 
inventory storage by transferring products directly from the 
supplier to the customer. We implemented CD as additional 
logic within the IM simulation.  

A. Optimization 
Multiple optimization algorithms (GWO, SA, MCS, MCS 

with BO, WO, and DE) were tested to get the optimal cost. 

1) Cost breakdown: 
The total cost is computed based on the following parameters: 

• Purchase Cost is computed as  ℎ  ∗
  , 0.  

• Order Cost is only applied when the order quantity is 
greater than zero and is computed as    ∗
   >  0. 

• Holding Cost is computed as  ℎ  ∗
   −  , 0. 

• Stockout Cost is inferred from the equation 
 ℎ  ∗    − , 0).  

  ∑ ℎ   
                                                                                  

(6) 

These costs can be subtracted from the revenue to give the 
corresponding profit for that one realization of the year. Eq. 
(7) formulates the annual profit, which is the future direction 
of this work: 

 ∑ , − 
  ∑ ,   ,  ∑ ,  (7) 

Our goal is to minimize costs. Table IV presents a 
summary of all the algorithms tested on the given parameters 
and MCS to simulate the data for 365 days. We chose meta-
heuristic techniques that are designed to tackle complex and 
non-linear optimization issues where typical optimization 
techniques struggle to find the global optimum. 

TABLE IV.  OPTIMAL POLICY FOR 365 DAYS  

Optimization 
Stock  

Total Cost  
Pr A  Pr B Pr C Pr D 

GWO 110 1836 0 21 17,391,348 

SA 2,600 21,843 4,984 1,268 6,179,739 

MCS 1,527 455 4,768 599 631,398 

WO 1,070 10,865 3,787 150 504,939 
MCS with 

BO 2,750 14,724 4,465 1,350 254,137 

DE (best1bin) 1220 13204 3359 1317 250,774 

Based on the , the optimization method with the 
lowest total cost appears to be DE (best1bin), with the 
corresponding cost of 250,774. The future direction of our 
work is to check if DE can be further optimized. 

B. Multiple Independent DE Optimizations 
In this approach, we performed optimization using 

multiple optimizers (five optimizers of DE with different 
random initial conditions) in parallel to determine the best 
parameters and cost. By using this approach, we aim to 
mitigate the impact of random variations in the MCS and 
increase the likelihood of finding a robust and optimal 
solution for IM. Considering, the below parameters: 

• ℎ  , , . . . . , , where, Pci is the ℎ  of product   
•   = L1, L2, ..., Ln, where Li is the   of 

product i 

• sizes = s1, s2, ..., sn, where si is the sizes of product i 

•   = SP1, SP2, ..., SPn, where SPi is the 
  of product i 

•   = ss1, ss2, ..., ssn, where ssi is the initial 
inventory level of product i 

• means = , , ..., , where  is the mean demand 
of product i; 

• standard deviation =  ,  , ...,  , where   is the 
standard deviation of demand of product i  

• order cost = , , ..., , where  is the order cost 
of product i 

• ℎ= , , ..., , where  is the order cost 
of product  

• probabilities =  ,  , ...,  , where   is the 
probability of demand for product i 

• demand lead = , , ..., , where   is the demand 
lead time of product i. 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

85

• Parameters space of optimization:   [0,  , 0,  … . 0,  ],  where each tuple 
represents the lower and upper bounds of inventory 
levels of the respective products. 

MCS and objective function (x), where  
 ,  , , … ,  representing inventory levels. 

    1 ∗       ∗
 1, … ,  ∗   ∗    

    [max   – , 0, … .,
   – , 0] 

  = for each day and product: if xi <  ,   =   (this checks if the current 
inventory level is below the reorder level). If it is, the order 
quantity is set to the predetermined value for that product 
(), indicating that an order should be placed to 
replenish the inventory. 

•          
•        
•      – ,

    <  0,      0   
   ℎ 2⁄  

•    1%     0,
  :  
  –        
 ℎ ∗   

   
  ∑ 


     (8) 

 
         [, , … . ,                  (9) 

where, each result represents the optimization result of 
one DE member. Table V reports the output. 

TABLE V.  MULTIPLE INDEPENDENT DE OPTIMIZATIONS 

Optimization 
Stock  

Total Cost  
Pr A  Pr B Pr C Pr D 

Multiple 
Independent 

DE  
2567 9063 4277 1322 249,128 

 

The total cost has been marginally reduced from 250,774 
(Table IV) to 249,128 (Table V). The stocks are optimized 
from 19,100 (1220, 13204, 3359, 1317) to 17,229 (2,567, 
9,063, 4,277, 1,322). The mutation rate and crossover rate are 
adaptively adjusted during the process based on iteration 
success or failure, ensuring a balance between exploration 
and exploitation during optimization.  

C. Sensitivity analysis 
Sensitivity analysis is employed on this to ensure the 

robustness of the multiple independent DE optimizations 
model under different scenarios. The analysis was performed 
on the population size parameters of the DE algorithm. The 
goal was to evaluate the effects of different population sizes 
on the optimization results. Different values of population 

size, for example, 10, 20, 50, and 100, were tested to observe 
how they affected the optimization results. By exploring 
different population sizes, we have assessed their impact on 
convergence behavior and the quality of the obtained 
solutions. 

TABLE VI.  SENSITIVITY ANALYSIS 

Analysis 
Stock  

Total Cost  
Pr A  Pr B Pr C Pr D 

Population 
size 10 2,271 4,736 4,146 1,321 251,238 

Population 
size 20 1,901 20,134 3,355 1,325 249,780 

Population 
size 50 1,525 12,753 4,992 1,326 246,251 

Population 
size 100 1,552 9,667 3,695 1,326 246,745 

 

By varying the population size in the DE, we can observe 
how it affects the optimization results. In this case, the 
observed differences in total cost are small, indicating that the 
model's performance is stable and not heavily influenced by 
changes in population size. 

D. Critical findings 
This study emphasizes the importance of optimization in 

IM, specifically in the context of stochastic demand and 
supply disruptions. DE is a successful method for 
establishing near-optimal inventory policies when combined 
with best/1/bin mutation strategy, LHS, and multiple 
independent DE optimizations. Sensitivity analysis with 
varying population sizes confirmed the stability of the 
optimization model. 

VI. CONCLUSION 
This study highlighted the significance of optimization 

techniques, particularly DE and multiple independent DE 
optimizations, in achieving cost-effective and robust 
inventory management strategies in the face of uncertain 
demand and supply disruptions. Empirical analysis was 
conducted using 365-day demand data and reported the 
optimal policy, along with cost comparisons. The study also 
discussed the use of LHS for efficient parameter sampling. 
ABC analysis was applied to categorize items and assign 
Pareto classes to products. The optimal policy and inventory 
levels were determined through simulations and optimization 
techniques. A sensitivity analysis assessed convergence rate, 
solution quality, and computational efficiency. This 
comprehensive approach contributes to IM by improving 
efficiency and cost-effectiveness while addressing demand 
uncertainties. 
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Abstract—Emergency Vehicle Preemption (EVP) is a system
employed by traffic lights to prioritize emergency vehicles, such
as ambulances, fire engines, and police cars. This technology
allows these vehicles to safely pass through crowded intersections
by stopping traffic from other directions. However, it is essential
to consider that preempting the regular traffic signal control
could have implications for the safety and efficiency of both the
prioritized emergency vehicle and the overall flow of regular
traffic at the intersection. Research on EVP and Exit Strategy
has been extensively developed and implemented in various
commercial products, including the Trafficware 980 ATC V76
signal controller. Trafficware offers multiple EVP schemes and
Exit Strategy modes that can be customized by traffic operators
to suit their specific requirements. Studies have indicated that
certain Exit Strategies perform optimally under specific traffic
conditions. Yet, the complexity of traffic conditions poses a
challenge for traffic operators to optimize the Trafficware’s
performance by selecting the most effective Exit Strategy mode.
To address this, Artificial Intelligence (AI) with Reinforcement
Learning (RL) techniques used to improve the Trafficware 980
ATC V76 system. Particularly, the Exit to Fixed Phase strategy
will be optimized, enabling Trafficware to dynamically choose the
most suitable exit phase from the available four phases based
on real-time traffic conditions. Implementing this optimization
will replace the current fixed exit phase selection with a more
adaptable and responsive approach, leading to improved traffic
management and efficiency, ultimately resulting in reduced wait-
ing times. The results show that the AI-enabled exit strategy can
reduce the waiting time with the best performance up to 7.8%
compared to no exit strategy. The Trafficware 980 ATC V76 has
been upgraded with the ability to adjust signals based on policies

to recover from congestion caused by preemption.
Index Terms—EVP, Exit Strategy, Reinforcement Learning,

Artificial Intelligence

I. INTRODUCTION

Transportation is a complex field where an increasing
number of vehicles contribute to traffic congestion. The more
congested the roads become, the greater the losses incurred.
In such congested situations, when Emergency Vehicle Pre-
emption (EVP) is in effect, the priority must always be given
to emergency vehicles.

Researchers have proposed several solutions to prioritize
emergency vehicles, including optimizing road routes, signal
preemption, or a combination of both [1]. Route optimization
involves vehicles selecting the shortest travel route [2]. How-
ever, route optimization tends to be less effective compared
to signal preemption, and thus, more research has focused on
signal preemption [1]. Signal preemption involves temporarily
manipulating traffic lights or traffic flow at intersections to
facilitate the passage of prioritized vehicles, such as emergency
vehicles [3].

Preempting the regular control of a traffic signal has the
potential impact on overall flow of traffic at the intersection.
These effects may also influence traffic flow at other inter-
sections along a road or within a corridor [4]. The specific
disruptions caused by this preemptive action are travel time
and delay [5]. Other vehicles will experience increased waiting

979-8-3503-0446-6/23/$31.00 ©2023 IEEE



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

88

time, travel time, increased delay, increased stopping points,
increased vehicle fuel consumption, changes in driving behav-
ior, and even threats to safety not only at major intersections
but extends to arterial and corridor intersection networks [2],
[4], [6], [7].

Minimizing the adverse effects of emergency vehicles on
regular traffic, ensuring minimal disruption to the flow of
network traffic, presents a challenge [1]. Post-preemption
recovery, referred to as recovery method, transition method, or
exit strategy, becomes a crucial component for the success of
preemption itself. Trafficware providers offer the exit strategy
as a solution, and various static exit strategies have been
analyzed and proposed. However, these static exit strategies
may struggle to address the challenges posed by dynamic and
complex factors. The effectiveness of exit strategies can vary
due to the influence of such factors [1] such as actual travel
demand, unique intersection conditions, and traffic character-
istics, specific to each intersection, arterial, or corridor [4].

To tackle this, computer scientists have proposed an alterna-
tive approach using intelligent agents to design a traffic light
controller. The concept involves allowing autonomous agents
to learn optimal behavior by directly interacting with the sys-
tem. By utilizing algorithms with value-based approach from
agent-selected actions, a control policy attempts to optimize
traffic flow [4]. Artificial Intelligent (AI) can process multi-
source, large-scale, real-time data to model road behavior,
predict traffic conditions, and evaluate system performance,
especially in terms of exit strategy, aligning with the main
functions of a Decision Support System (DSS).

In this paper, we propose an AI-enabled exit strategy
through Reinforcement Learning, considering local intersec-
tion traffic information, to minimize the negative impacts
of EVP implementation. In simple terms, the traffic light
becomes an agent that learns traffic information, such as
vehicle distribution, vehicle speed, vehicle density, interrupted
signal phase, and preemption phase location. When preemp-
tion occurs, the agent determines and executes the next exit
strategy, evaluating whether the preemption’s impact can be
minimized. The learning process continues until the agent can
dynamically choose an optimal exit strategy for recovery.

With our proposed method, our solution aims to reduce
waiting times at intersections. We conducted simulations using
one traffic scenarios and high frequency of preemptions at
four-leg intersections. The main contributions of this research
are as follows:

1) Implementation of Artificial Intelligence in the post-
preemption area.

2) Significant reduction in waiting times for cars stopped
due to preemption.

3) The traffic light agent adjusts its policies to recover from
congestion caused by preemption.

This paper is organized as follows: The next section briefly
describes the operation of the Exit to Fixed Phase. The third
section presents the procedure used in the case study and
describes the simulation implementation, while the fourth

section provides the numerical evaluation results. Finally, the
last section offers conclusions and outlines future research
directions.

II. EXIT TO FIXED PHASE

Fixed exit phase means that the operator specifies a certain
phase to be executed when preemption is complete [8] as
depicted in Fig. 1. For example, the signal phase of this
intersection is 2,5 green for about 42 seconds and yellow
for about 3 seconds. After phase 2,5 then phase 4,7 followed
by phase 1,6 and finally 3,8 and so on. Then pre-emption

Fig. 1. (a) Exit to Fixed Phase Flow (b) Intersection Phase

occurs when the light is in phase 3,8 green light at the 10th
second so that this phase is interrupted. Preemption runs for
80 seconds which causes phase 3,8 to not finish serving and
phase 2,5 does not get a turn. The tbc was still running when
the preemption occurred, when the preemption was completed,
tbc 1 was at 4,7. However, the exit to the fixed phase has been
set at phase 1.6. So when preemption is complete, the system
will give a green light to phase 1,6. This means that phase 3,8
has been partially executed, while phases 2,5 and 4,7 did not
get a turn and have to wait for their turn in the next cycle.
From this example, it is clear that the exit to fixed phases
strategy forces the controller to unconditionally return to the
programmed exit phase, resulting in phase starving and phase
skipping. However, an evaluation by Xu showed that this exit
strategy reduced the delay by 2.8% per vehicle compared to
no exit phases [9].

III. METHODOLOGY

A. Study case

This research conducted a case study using a four-leg
intersection. Each leg or phase consisted of two lanes, each
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time, travel time, increased delay, increased stopping points,
increased vehicle fuel consumption, changes in driving behav-
ior, and even threats to safety not only at major intersections
but extends to arterial and corridor intersection networks [2],
[4], [6], [7].

Minimizing the adverse effects of emergency vehicles on
regular traffic, ensuring minimal disruption to the flow of
network traffic, presents a challenge [1]. Post-preemption
recovery, referred to as recovery method, transition method, or
exit strategy, becomes a crucial component for the success of
preemption itself. Trafficware providers offer the exit strategy
as a solution, and various static exit strategies have been
analyzed and proposed. However, these static exit strategies
may struggle to address the challenges posed by dynamic and
complex factors. The effectiveness of exit strategies can vary
due to the influence of such factors [1] such as actual travel
demand, unique intersection conditions, and traffic character-
istics, specific to each intersection, arterial, or corridor [4].

To tackle this, computer scientists have proposed an alterna-
tive approach using intelligent agents to design a traffic light
controller. The concept involves allowing autonomous agents
to learn optimal behavior by directly interacting with the sys-
tem. By utilizing algorithms with value-based approach from
agent-selected actions, a control policy attempts to optimize
traffic flow [4]. Artificial Intelligent (AI) can process multi-
source, large-scale, real-time data to model road behavior,
predict traffic conditions, and evaluate system performance,
especially in terms of exit strategy, aligning with the main
functions of a Decision Support System (DSS).

In this paper, we propose an AI-enabled exit strategy
through Reinforcement Learning, considering local intersec-
tion traffic information, to minimize the negative impacts
of EVP implementation. In simple terms, the traffic light
becomes an agent that learns traffic information, such as
vehicle distribution, vehicle speed, vehicle density, interrupted
signal phase, and preemption phase location. When preemp-
tion occurs, the agent determines and executes the next exit
strategy, evaluating whether the preemption’s impact can be
minimized. The learning process continues until the agent can
dynamically choose an optimal exit strategy for recovery.

With our proposed method, our solution aims to reduce
waiting times at intersections. We conducted simulations using
one traffic scenarios and high frequency of preemptions at
four-leg intersections. The main contributions of this research
are as follows:

1) Implementation of Artificial Intelligence in the post-
preemption area.

2) Significant reduction in waiting times for cars stopped
due to preemption.

3) The traffic light agent adjusts its policies to recover from
congestion caused by preemption.

This paper is organized as follows: The next section briefly
describes the operation of the Exit to Fixed Phase. The third
section presents the procedure used in the case study and
describes the simulation implementation, while the fourth

section provides the numerical evaluation results. Finally, the
last section offers conclusions and outlines future research
directions.

II. EXIT TO FIXED PHASE

Fixed exit phase means that the operator specifies a certain
phase to be executed when preemption is complete [8] as
depicted in Fig. 1. For example, the signal phase of this
intersection is 2,5 green for about 42 seconds and yellow
for about 3 seconds. After phase 2,5 then phase 4,7 followed
by phase 1,6 and finally 3,8 and so on. Then pre-emption

Fig. 1. (a) Exit to Fixed Phase Flow (b) Intersection Phase

occurs when the light is in phase 3,8 green light at the 10th
second so that this phase is interrupted. Preemption runs for
80 seconds which causes phase 3,8 to not finish serving and
phase 2,5 does not get a turn. The tbc was still running when
the preemption occurred, when the preemption was completed,
tbc 1 was at 4,7. However, the exit to the fixed phase has been
set at phase 1.6. So when preemption is complete, the system
will give a green light to phase 1,6. This means that phase 3,8
has been partially executed, while phases 2,5 and 4,7 did not
get a turn and have to wait for their turn in the next cycle.
From this example, it is clear that the exit to fixed phases
strategy forces the controller to unconditionally return to the
programmed exit phase, resulting in phase starving and phase
skipping. However, an evaluation by Xu showed that this exit
strategy reduced the delay by 2.8% per vehicle compared to
no exit phases [9].

III. METHODOLOGY

A. Study case

This research conducted a case study using a four-leg
intersection. Each leg or phase consisted of two lanes, each

capable of accommodating one vehicle, specifically cars. The
maximum speed for normal vehicles was set at 45 mph. The
traffic light configuration for four phase signal and each phase
was set to 45 seconds, with 42 seconds of green light and 3
seconds of yellow light. Consequently, each phase experienced
a red light for 135 seconds in static traffic light mode. Detail
of study case environment can be viewed in Table 1.

TABLE I
SCENARIO ENVIRONMENT

Parameter Methodology
Mode of traffic light Static
Simulation duration 3600s
Preemption intensity 12 EV/h [10]

Maps 4 leg intersection [10]
Signal phase 45s in total, 3s yellow

EV speed 55mph [10]
Non EV speed 45mph [10]
Vehicle volume 1800 veh/h

EV route 12 possible route

B. Deep Reinforcement Learning

Reinforcement learning (RL), is one of the machine learning
methods used to teach an agent or system to choose an
optimal set of actions in an environment, with the goal of
maximizing cumulative gains over time. This method is based
on the idea of rewarding the agent after performing correct or
appropriate actions, so that the agent can learn and strengthen
its knowledge over time [11]. RL can be the fourth generation
of adaptive traffic control systems [12] and become trending
data-driven approach for adaptive traffic signal control in
complex urban traffic networks [13].

Deep reinforcement learning combines deep neural net-
works (DNNs) and reinforcement learning to cater to the
inability of RL to handle high-dimensional and complex state
spaces efficiently [14]. A fully connected neural network
comprising two hidden layers with 128 and 64 neurons and
utilizing the modified linear unit activation function (RELU)
was employed; it takes a state as input and produces a Q-
value set of possible actions as output. [15]. Fig. 2 depicts
the visual representation of the defined deep neural network.
The utilized learning mechanism is Q-learning employing this

Fig. 2. Deep reinforcement learning

equation, which has been adjusted to seamlessly integrate with
a deep neural network. The reward rt+1 is the reward received
after doing action at at state st . The expression Q‘(st, at),
is the value of Q‘ for action at+1 in the state of st+1, that is,
after the state of action at st. The maxA statement means to
choose the most valuable of the possible actions at at st+1 . As
observed in Eq. 1, the coefficient γ, is a small discount for
future rewards compared to immediate rewards [15].

Q (st, at) = rt+1 + γ ·max
A

Q′ (st+1, at+1) (1)

Signal controllers usually require to be optimized based
on the observed or sensing state of the environment named
state spaces [16] such as vehicle distribution, vehicle speed,
vehicle density, interrupted signal phase, and preemption phase
location. On each occasion, only one action can be executed
to maximize the reward. The researcher designs actions based
on the exit phase that can be executed by traffic ware as a
programmed exit phase. So that the total set of action space
is 4, which is phase 2,5, phase 4,7, phase 1,6 and phase 3,8.

Determining rewards is crucial in the learning process of
agents to be accurate in taking action [17]. In theory, the
reward can be a negative number called penalty. In this
scenario, the penalty is employed because the objective is to
achieve the lowest possible waiting time value.

In the initial simulation, the agent has no knowledge about
the relative value of actions, necessitating exploration of action
outcomes without concern for immediate efficiency. As the
agent gains a dependable understanding of action outcomes
across a significant portion of state space, it exploits knowl-
edge actions more frequently [15]. To get a balance between
exploration and exploitation, the Epsilon greedy algorithm is
used. For example, if the epsilon ε value chosen is 0.1, then
in 10% of the time the agent will randomly choose an action
to explore, and in 90% of the time the agent will choose
the action with the highest Q-value to exploit. The algorithm
always tries to find optimum policy while exploiting [18].

Experience replay is employed to enhance agent perfor-
mance and learning efficiency by creating a replay buffer that
stores experience tuples while interacting with the environment
and then sample a small batch of tuples. The size of the
memory shows how many experiences can be stored in the
memory and set to 15,000. The batch size is defined as the
number of samples to be retrieved from the memory in a
training instance and is set to 32.

When the deep neural network estimates the learning-Q
function sufficiently, selecting the most valuable action in the
current state results in the highest traffic efficiency [15]. Fig.
3 depicts proposed reinforcement learning flowchart.

C. Simulation of Urban Mobility (SUMO)

SUMO is an open-source, highly portable, microscopic, and
sustainable traffic simulation package designed to handle any
large networks. It enables multi-modal simulations, including
pedestrians, and is equipped with a large set of tools for
scenario creation [19]. SUMO is also equipped with the Traffic
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Fig. 3. Proposed Reinforcement Learning Flowchart

Control Interface to execute the simulation of preemption and
the exit strategy scheme.

Non-EVs were generated by creating a repeated vehicle
called ’flow’, which was evenly distributed within the spec-
ified interval, starting from timestep 0 to timestep 2100 (in
seconds). Here, the flow of non-EVs was performed using a
python script.

period_nonev = random.randint(2, 18)
os.system("python3 ../randomTrips.py
-n lefthand.net.xml
-r 4-leg.rou.xml -b 0
-e 3600 --period 2 str(period_nonev)
+ " --fringe-factor 10 --random")

The traffic volume/arrival rate, also known as the departure
rate or insertion rate, was controlled by the option period
’n’, which means that a random non-EV would arrive every
2 seconds resulted in a saturation flow rate of 1800 veh/h.
The option of the ’fringe factor’ increased the likelihood that
trips would start/end at the network’s fringe. When a value
of 10 was provided, edges that did not have a predecessor or
successor would be 10 times more likely to be chosen as the
starting or ending point of a trip. This is useful when modeling
through traffic that starts and ends outside the simulated area.

Random trips were used for the preemption scheme, causing
EVs to be able to emerge from the 4 available routes and
be able to head in 3 directions resulting in 12 EV route
combinations. Induction loops were installed to detect EVs
entering and exiting the intersection. EVs were detected within
a range of 2500 feet before the intersection using the induction
loop detector [10]. When EV exited, stop preemption, and
execute Exit Strategy. The placement of the induction loop
can be seen in Fig. 4, indicated by the yellow block.

Preemption frequency is defined by how many EVs will be
generated in an hour, as shown in the script, 12 EVs would be

Fig. 4. Induction loop in SUMO Simulation

generated in an hour, and the first EV would appear at second
0 when the simulation started.
period = random.choice([900,600,450])
os.system("python3 ../randomTrips.py
-n 4-leg.net.xml -r 4-leg.rou.xml
-b 0 -e 1800 --vehicle-class emergency
--vclass emergency --period "+str(period)
+ " --random-depart --fringe-factor 10
--random --prefix ev")

D. Simulation Scenarios

To evaluate AI-enabled exit strategy performance, high-
frequency preemption and saturation rate flow values were
used in the static mode of the traffic light system. The
exit to the North/East/South/West phases, defined as option
of programmed exit phase, became action space of agent.
Average waiting time used as evaluation as goal of exit strategy
to minimize negative impact of preemption.

IV. RESULTS AND DISCUSSIONS

A. Preliminary Results

Before getting into the core discussion, it is necessary to
show the impact of high-frequency preemption which is shown
by the increase in waiting time. Fig. 5 shows that there is
a 9.4% increase in waiting time compared to traffic without
preemption.

Fig. 5. Waiting time in no preemption and 12 preemption/h in different
saturation rate flow

The findings show that a high frequency preemption call has
an effect on the overall waiting time through four coordinated
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’n’, which means that a random non-EV would arrive every
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The option of the ’fringe factor’ increased the likelihood that
trips would start/end at the network’s fringe. When a value
of 10 was provided, edges that did not have a predecessor or
successor would be 10 times more likely to be chosen as the
starting or ending point of a trip. This is useful when modeling
through traffic that starts and ends outside the simulated area.

Random trips were used for the preemption scheme, causing
EVs to be able to emerge from the 4 available routes and
be able to head in 3 directions resulting in 12 EV route
combinations. Induction loops were installed to detect EVs
entering and exiting the intersection. EVs were detected within
a range of 2500 feet before the intersection using the induction
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execute Exit Strategy. The placement of the induction loop
can be seen in Fig. 4, indicated by the yellow block.
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generated in an hour, as shown in the script, 12 EVs would be
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generated in an hour, and the first EV would appear at second
0 when the simulation started.
period = random.choice([900,600,450])
os.system("python3 ../randomTrips.py
-n 4-leg.net.xml -r 4-leg.rou.xml
-b 0 -e 1800 --vehicle-class emergency
--vclass emergency --period "+str(period)
+ " --random-depart --fringe-factor 10
--random --prefix ev")

D. Simulation Scenarios

To evaluate AI-enabled exit strategy performance, high-
frequency preemption and saturation rate flow values were
used in the static mode of the traffic light system. The
exit to the North/East/South/West phases, defined as option
of programmed exit phase, became action space of agent.
Average waiting time used as evaluation as goal of exit strategy
to minimize negative impact of preemption.

IV. RESULTS AND DISCUSSIONS

A. Preliminary Results

Before getting into the core discussion, it is necessary to
show the impact of high-frequency preemption which is shown
by the increase in waiting time. Fig. 5 shows that there is
a 9.4% increase in waiting time compared to traffic without
preemption.

Fig. 5. Waiting time in no preemption and 12 preemption/h in different
saturation rate flow

The findings show that a high frequency preemption call has
an effect on the overall waiting time through four coordinated

traffic signals. This is in line with what Nelson concluded, that
when multiple emergency vehicles preempt a traffic signal at
close time intervals, the impact of the preemption will be more
severe [5].

EV routes were generated once by SUMO, where out of 11
preemptions, there were 5 routes that occurred, namely South
to North 5 times, East to West 2 times, North to West once,
West to East once and West to North 2 times. More frequent
routes occur on the south to north route which will have an
impact on increasing the waiting time in the crossing phase,
namely east or west according to the observations of Hualiang
[5].

The preemption duration was also recorded in one episode
and then an average of 50.3 seconds was obtained. This
preemption duration is greater than one phase in a light cycle
of 30 seconds. This means that there could be one or 2 phases
that are skipped due to preemption.

B. Results and Discussions

The simulation has been run with SUMO, for 60 episodes
where the first 10 episodes are the training phase with full
exploration, followed by the inference phase with an epsilon
value of 0.1. The agent gains knowledge in the training phase
after executing 110 random actions as capital for exploitation
in the inference phase. The duration of each episode is 3600s
or 1 hour, resulting in 60 hours of simulation. Each episode
will occur 11 times preemption so that the input vector and
action execution occurs 660 times. As an evaluation, the
accumulated average waiting time of vehicles in completed
episodes is recorded.

When viewed from episode to episode, it can be seen that in
the training phase, the exit to North phase is more often chosen
to be the programmed exit phase and results in an average
waiting time that is still higher at 97.870 s compared to the
scenario without an exit strategy which is 91.217 s. Then in
the inference phase, exploitation is carried out until in episode
17, the exit to East phase becomes most likely chosen. It is
in this episode that the reward value then increases correlated
with a significant decrease in waiting time.

In Fig. 6, it can be seen that in phase 17 there is a significant
change in the reward value and average waiting time. This
shows that the agent can adapt with the aim of increasing
the reward value. So it is found that each preemption has a
reward value that tends to decrease over time. This shows that
the reduction in waiting time is getting smaller or the more
vehicles that stop.

The highest reward occurs in episode 60 where the reward
of -382429 provides the highest correlation of waiting time
reduction of 84092 s. This means that the AI-enabled exit
strategy can reduce waiting time by 7.8% compared to the
scenario without exit strategy. This figure is close to the
traffic scenario without preemption, which means that post-
preemption recovery is successful by minimizing negative
impacts. The Trafficware 980 ATC V76 has been upgraded
with the ability to adjust signals based on policies to recover
from congestion caused by preemption.

Fig. 6. Reward and Average Waiting time over episodes

V. COMPARISON TO SIMILAR WORKS

Comparison is made with research that has been done on the
same map, namely four leg intersection. Exit to Fixed Phase to
only one phase simulated by Xu with the HILS method carried
out for 30 minutes shows that this exit strategy is not effective
as indicated by the increase in average waiting time up to
7% [10]. In addition, Dynamic Exit Phase Control has been
implemented in actuated signals using ASC/3-2100 controller
by utilizing Logic Processor. The dynamic exit phase control
is implemented by changing the exit phases during the EVP
operation according to the location of the EVP call within
the local cycle timer. The logic statement is set based on the
summary of the best exit phase data from various locations of
EVP. Among the 5 exit phases, there are 3 best exit phases in
the range of 0-100 seconds location of EVP. HILS simulation
is run for 20 minutes with a vehicle volume of 2769 (8307
veh/h), dynamic works better because it can reduce the average
waiting time in the network up to 4.5% [9] .

VI. CONCLUSIONS

The implementation of Artificial Intelligence in the post
preemption area has been carried out and yielded results.
AI managed to reduce the post preemption waiting time at
the intersection because it has learned the traffic conditions
so that it can choose the best exit phase adaptively. This
is characterized by a positive reward value that increases as
the episode progresses. The increasing reward has a signif-
icant impact on better traffic recovery as the waiting time
per episode decreases. The Trafficware 980 ATC V76 agent
adjusts its policy to restore congestion caused by preemption,
as evidenced by the selection of different programmed exit
phases. The AI-enabled exit strategy cuts waiting time by 7.8%
compared to no exit strategy, similar to the preemption-free
traffic scenario, showcasing successful recovery from negative
impacts.

A. Future Works

For future work, expanding to multiple routes and a network
of roads, along with varied intersection types, like T intersec-
tions, is possible. Integrating intelligent traffic light phasing
with an emergency vehicle routing algorithm could enhance
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destination arrival speed and reduce delays. The current sim-
ulation focuses on a traffic model; extending to real-world
scenarios with city and highway maps, pedestrians, bicycles,
and motorcycles can provide insights into policy adjustments.
Lastly, exploring alternative reinforcement learning methods
or reward functions is a suggestion for further research.
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Abstract—Our work highlighted the primary challenges of
Autonomous Driving (AD), namely the Catastrophic Forgetting
(CF) of previous knowledge by the AD system upon new scenario
encounters. Considering the infeasible model retraining with
past data given computational, power, and storage constraints
on the embedded device, we proposed an experiment featur-
ing Avalanche Continual Learning (CL) training strategies to
investigate which strategies excel in this task and combine the
promising ones in the hope for a more balanced and efficient
trade-off between performance and energy consumption. Our
experiment unprecedentedly validated the candidates against a
new benchmark introducing natural distribution change and time
correlation between input images. We found that although a
synergy of CL strategies yields higher resistance towards CF,
the slight accuracy gain is not worth the additional computation
when we account for energy consumption, rendering a simple
Replay strategy the best solution for the Continual Learning
benchmark for Autonomous Driving: Online Continual Classifi-
cation (CLAD-C). Our proposal delivers a 65.80% improvement
over the baseline at our proposed accuracy-power ratio metric.

Index Terms—Autonomous driving, continual learning, catas-
trophic forgetting, energy efficiency, lifelong learning

I. INTRODUCTION

Autonomous Driving (AD) is an open-world problem as
naturalistic driving yields infinitely many possibilities and
disengagement cases in which human preparation cannot re-
alistically perfectly define and accommodate every potentially
arising situation. Contemporary AD approaches employ poli-
cies that refer to mapping sensory data to vehicle motion and
control commands. Manual policy adjustments will induce an
engineering burden due to its growing complexity and possibly
contradiction of the pre-defined driving functions [1].

However, if we alleviate human labour and let the AD
system, which typically utilizes deep neural network models
to decide the policy adjustments by exposing them to dis-

engagement cases upon encounter, a fundamental challenge
known as Catastrophic Forgetting (CF), a forgetting or loss
of previously grasped information when learning numerous
tasks sequentially from dynamic data distributions, will occur,
deteriorating model accuracy on trained scenarios [2].

One approach to resolve CF is by appending the additional
data to the original dataset and retraining entirely to retain
the mastered knowledge while gaining information about the
foreign domain [2]. Considering the unpredictable driving na-
ture, the infinite dataset growth would lead to infeasible model
retraining with all data given the physical limitations [3].

This fact motivates the adoption of Continual Learning (CL)
to introduce AD models capable of incremental adaptation. CL
methods enable information distillation and compact storage
within the AD model itself without needing an attached
database to store past data, retaining information for maximal
CF alleviation while not required to carry learned inputs [4].

An appropriate CL method in this setting should deliver
robust resilience toward CF through a high Average Mean
Class Accuracy (AMCA) score, indicating overall classifica-
tion performance after introducing foreign objects. Taking into
account the computational, power, and storage constraints of
an embedded AD system, an assessment of CL methods is
conducted by analyzing their power consumption via electric-
ity usage measurement in kilowatt-hours (kWh).

Recently, ContinualAI has introduced the Avalanche Li-
brary, which facilitates the seamless integration of various
CL training strategy implementations as plugins into the
training pipeline. Therefore, our study leverages this library
to examine and compare different CL approaches, thereby
providing a comprehensive assessment of individual and com-
bined Avalanche CL training strategies [5].

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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We deem that a comprehensive study providing quantified
comparisons between CL strategies in terms of AMCA, kWh,
and their trade-off is insightful for future algorithm and system
designs. The summary of our contributions is as follows:

1) A compilation of evaluation on the performance and
energy cost of individual Avalanche CL methods and
the synergy of promising strategies.

2) The effect of the memory size hyperparameter towards
the Replay strategy for optimal allocation in the memory
buffer in a setting with limited computational resources.

II. RELATED WORK

End-to-end Approach: The current AD approach mainly
builds upon two design philosophies, namely the connected
multi-agent system and the ego-only system. The former
architecture refers to a pipeline of interconnected components,
breaking down the AD problem into modules, each tackling its
designated sub-tasks divided from the core functions required
in the AD operation [3].

The latter treats the AD task as an end-to-end learning
process, formulating the problem as an attempt to comprehend
a policy translating sensory inputs to vehicular commands.
This procedure converts the work of complicated programming
of various driving hazards and conditions into a model hyper-
parameter optimization problem. As it is virtually impossible
to include every possible road and traffic scenario definition in
a modular system, our paper gravitates to this mechanism as
it maximally reproduces the natural human driving behavior
through simultaneous perception and decision-making [3].

Deep Reinforcement Learning: Reinforcement Learning
(RL) is a powerful machine learning paradigm employed to
learn control policies from experience. RL agents will learn
to map states to actions to maximize the reward signal.
The system will then learn from the maximal cumulative
advantages solely through the RL agent and the environment
without human supervision and intervention [6].

Deep Reinforcement Learning (DRL) is the most promising
approach among the current implementations. DRL combines
RL with deep learning, allowing agents to learn complex
policies from large amounts of data. DRL is effective for
various autonomous driving tasks, such as lane, obstacle
avoidance, and intersection decision-making. However, there
are still challenges to overcome before DRL can be used to
develop fully autonomous vehicles. One challenge is that a
DRL agent can be sensitive to the quality of its training data.
The agent may learn ambiguous or unreliable policies if the
training data does not reflect the real world. Another challenge
is that training DRL agents can be computationally expensive
due to the massive volume of possible states and actions to
learn the optimal policy [6].

Continual Learning: CL implementation faces two primary
challenges namely CF and data scarcity. CF is the problem of
past information loss caused by concept drift which refers to
the data distribution changing over time [7]. The second issue
refers to the challenge of extracting and retaining as much
information as possible because a CL model is typically only
presented with a limited amount of data [7].

The rehearsal, generative replay, regularization, and archi-
tectural approaches are several schools of thought and previous

work on strategies to provide workarounds to resolve such
challenges. However, each CL training strategy originated
from different fundamental working principles, which have
advantages and shortcomings in certain circumstances and do
not conform to every use case [7].

III. METHOD

A. Dataset
Our work proposes unprecedented work on validating AD

models against the Continual Learning benchmark for Au-
tonomous Driving (CLAD), a benchmark built upon the
SODA10M, a Large-Scale 2D Self/Semi-Supervised Object
Detection Dataset for Autonomous Driving, containing 10
million unlabelled images and 20,000 labelled images from
dash-camera footage recorded with an interval of 10 seconds
in four Chinese cities. The dataset comes with attributions of
time annotations and object bounding boxes for six classes,
spanning across varied domains, namely city, weather condi-
tion, time of day, and road type. The scope of this research
is defined to be bound on the CLAD: Online Continual
Classification (CLAD-C), a sub-track of CLAD, an online
benchmark consisting of a data stream posing class and do-
main incremental challenges, focusing on real-world, dynamic,
yet naturally occurring, temporal correlated distribution shifts
following the axis of time [8].

B. Avalanche
Our work harnesses the readily-available CL training strat-

egy plugins offered by the Avalanche Library developed under
ContinualAI [5] for convenient comparison of various CL
approaches categorized as follows:

1) Regularization: Regularization-based methods manipu-
late the loss function of a network through the extension of
additional terms to encourage selective weight consolidation
to maintain the past knowledge [9].

2) Rehearsal: The rehearsal methods work on periodical
exposure of selected past memory stored within a memory
buffer for previous information and knowledge reinforce-
ment [9].

3) Optimization: Optimization-based approaches realize
CL through explicit definition or modification of optimization
algorithms, manipulating the parameter update direction and
locating the local minima with dropouts, learning rate decay,
and batch size setting [7].

4) Architectural: Architectural-based methods alleviate CF
by incorporating specific network architectures, introducing
certain dedicated network layers or activation functions [9].

5) General CL Methods: General CL strategies do not
define explicit task boundaries but attempt to describe poten-
tial challenges as learning paradigms, enabling the model to
observe incremental data online [7].

IV. EXPERIMENT SETTINGS

In this experiment, we want to investigate how each
Avalanche CL training strategy influences the model against
the CLAD-C benchmark in terms of classification accuracy,
power consumption, and the accuracy-power ratio. We expect
to see which strategies excel in this task and intend to combine
them to see if this will yield a more balanced and efficient
trade-off between performance and energy consumption.
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We deem that a comprehensive study providing quantified
comparisons between CL strategies in terms of AMCA, kWh,
and their trade-off is insightful for future algorithm and system
designs. The summary of our contributions is as follows:

1) A compilation of evaluation on the performance and
energy cost of individual Avalanche CL methods and
the synergy of promising strategies.

2) The effect of the memory size hyperparameter towards
the Replay strategy for optimal allocation in the memory
buffer in a setting with limited computational resources.

II. RELATED WORK

End-to-end Approach: The current AD approach mainly
builds upon two design philosophies, namely the connected
multi-agent system and the ego-only system. The former
architecture refers to a pipeline of interconnected components,
breaking down the AD problem into modules, each tackling its
designated sub-tasks divided from the core functions required
in the AD operation [3].

The latter treats the AD task as an end-to-end learning
process, formulating the problem as an attempt to comprehend
a policy translating sensory inputs to vehicular commands.
This procedure converts the work of complicated programming
of various driving hazards and conditions into a model hyper-
parameter optimization problem. As it is virtually impossible
to include every possible road and traffic scenario definition in
a modular system, our paper gravitates to this mechanism as
it maximally reproduces the natural human driving behavior
through simultaneous perception and decision-making [3].

Deep Reinforcement Learning: Reinforcement Learning
(RL) is a powerful machine learning paradigm employed to
learn control policies from experience. RL agents will learn
to map states to actions to maximize the reward signal.
The system will then learn from the maximal cumulative
advantages solely through the RL agent and the environment
without human supervision and intervention [6].

Deep Reinforcement Learning (DRL) is the most promising
approach among the current implementations. DRL combines
RL with deep learning, allowing agents to learn complex
policies from large amounts of data. DRL is effective for
various autonomous driving tasks, such as lane, obstacle
avoidance, and intersection decision-making. However, there
are still challenges to overcome before DRL can be used to
develop fully autonomous vehicles. One challenge is that a
DRL agent can be sensitive to the quality of its training data.
The agent may learn ambiguous or unreliable policies if the
training data does not reflect the real world. Another challenge
is that training DRL agents can be computationally expensive
due to the massive volume of possible states and actions to
learn the optimal policy [6].

Continual Learning: CL implementation faces two primary
challenges namely CF and data scarcity. CF is the problem of
past information loss caused by concept drift which refers to
the data distribution changing over time [7]. The second issue
refers to the challenge of extracting and retaining as much
information as possible because a CL model is typically only
presented with a limited amount of data [7].

The rehearsal, generative replay, regularization, and archi-
tectural approaches are several schools of thought and previous

work on strategies to provide workarounds to resolve such
challenges. However, each CL training strategy originated
from different fundamental working principles, which have
advantages and shortcomings in certain circumstances and do
not conform to every use case [7].

III. METHOD

A. Dataset
Our work proposes unprecedented work on validating AD

models against the Continual Learning benchmark for Au-
tonomous Driving (CLAD), a benchmark built upon the
SODA10M, a Large-Scale 2D Self/Semi-Supervised Object
Detection Dataset for Autonomous Driving, containing 10
million unlabelled images and 20,000 labelled images from
dash-camera footage recorded with an interval of 10 seconds
in four Chinese cities. The dataset comes with attributions of
time annotations and object bounding boxes for six classes,
spanning across varied domains, namely city, weather condi-
tion, time of day, and road type. The scope of this research
is defined to be bound on the CLAD: Online Continual
Classification (CLAD-C), a sub-track of CLAD, an online
benchmark consisting of a data stream posing class and do-
main incremental challenges, focusing on real-world, dynamic,
yet naturally occurring, temporal correlated distribution shifts
following the axis of time [8].

B. Avalanche
Our work harnesses the readily-available CL training strat-

egy plugins offered by the Avalanche Library developed under
ContinualAI [5] for convenient comparison of various CL
approaches categorized as follows:

1) Regularization: Regularization-based methods manipu-
late the loss function of a network through the extension of
additional terms to encourage selective weight consolidation
to maintain the past knowledge [9].

2) Rehearsal: The rehearsal methods work on periodical
exposure of selected past memory stored within a memory
buffer for previous information and knowledge reinforce-
ment [9].

3) Optimization: Optimization-based approaches realize
CL through explicit definition or modification of optimization
algorithms, manipulating the parameter update direction and
locating the local minima with dropouts, learning rate decay,
and batch size setting [7].

4) Architectural: Architectural-based methods alleviate CF
by incorporating specific network architectures, introducing
certain dedicated network layers or activation functions [9].

5) General CL Methods: General CL strategies do not
define explicit task boundaries but attempt to describe poten-
tial challenges as learning paradigms, enabling the model to
observe incremental data online [7].

IV. EXPERIMENT SETTINGS

In this experiment, we want to investigate how each
Avalanche CL training strategy influences the model against
the CLAD-C benchmark in terms of classification accuracy,
power consumption, and the accuracy-power ratio. We expect
to see which strategies excel in this task and intend to combine
them to see if this will yield a more balanced and efficient
trade-off between performance and energy consumption.

A. Baseline

Our experiment is conducted on a device whose specifica-
tions are as follows:

• System: Linux-5.15.0-72-generic-x86 64-with-glibc2.31
• Python Version: 3.10.10
• Available RAM: 62.424 GB
• CPU Count: 12
• CPU Model: Intel(R) Xeon(R) E-2276M @ 2.80GHz
• GPU Model: 1 × Quadro RTX 5000
This work utilizes the highest-achieving technical re-

port from the Self-supervised Learning for Next-Generation
Industry-level Autonomous Driving (SSLAD) Challenge 2021
Track 3A as a comparison baseline [8]. The affirmation that the
experimental setup was identical to the original literature was
to obtain a meaningful and comparable outcome while setting
up a control variable to observe the magnitude of impacts of
various Avalanche CL training strategy implementations. Ta-
ble I depicts the technical configurations of the top-achieving
paper in the SSLAD Challenge 2021 Track 3A [8]. Here, we
conduct the following experiments with modifications to the
CL training strategy, as indicated by the italics in Table I, while
maintaining the remaining settings identical. This ensures a
meaningful and equitable comparison between strategies.

B. Proposed Method Settings

The comparison candidates originate from the subset of
the Avalanche CL training strategy plugins provided that
they adhere to the restrictions posed by the original SSLAD
Challenge Track 3A, which are listed as follows [8]:

• 1000 samples are the maximum size for replay memory.
• The training should utilize the data as a stream and there

should be no repetitions of data not present in memory.
• 10 is the maximum batch size.
• Between training and testing, the model should nearly

always be immediately usable for predictions without
computationally demanding operations.

• Model parameters are at most 105% of those in a con-
ventional ResNet-50.

C. Framework

Our work aims to research the effectiveness of Avalanche
CL training strategies and their combination against a baseline
to identify the most effective strategy in CLAD for new
knowledge adaptation and mitigation of CF in real-world
industry-scaled AD systems. The working principles of dif-
ferent approaches are explained as follows:

1) Regularization-based: Elastic Weight Consolidation
(EWC), Synaptic Intelligence (SI), Memory Aware Synapses
(MAS), and Learning Without Forgetting (LWF) are
regularization-based approaches [7], [10]. EWC regularizes
network parameter variation selectively by penalizing param-
eter updates if they yield high contributions in previous tasks.
SI evaluates the importance of the parameters according to
their approximated contribution to the total loss. Besides, MAS
measures the significance of the parameters by the impact of
parameter change on model prediction. While EWC, SI, and
MAS build upon the concept of weight-regularization, LWF
learns new training samples with results from the output head

of previous tasks for distillation loss computation with soft
targets taken from a previous version of the model [7].

2) Rehearsal-based: The rehearsal approach consists of
Replay Memory and Bias Correction (BiC). Replay Memory
stores a fixed amount of previously learned data in a compact
memory buffer. The old samples are meticulously picked and
undergo compression, augmentation, and continual adjustment
to provide adaptive information for past knowledge recovery
maximally. On the other hand, BiC attributes the knowledge
distillation to the bias of the final fully-connected layer [7].

3) Optimization-based: Learning Rate Scheduler (LR),
Gradient Episodic Memory (GEM), and Average Gradi-
ent Episodic Memory (AGEM) are optimization-based ap-
proaches. LR optimizers introduce weight decays, restarts,
and regularization terms depending on the type of schedulers
applied to seek the optimal learning rate for maximum con-
vergence. Our experiment utilizes the Cosine Annealing Warm
Restarts optimizer as the algorithm suits well the stochastic
gradient descent used in the baseline and accelerates gradient
convergences [7], [11]. GEM and AGEM are based on gradient
projection which restricts parameters such that their updates
will align with the experience replay [7].

4) Architectural-based: Architectural-based approaches
employed in our work are Less Forgetful Learning (LFL) and
CWR. LFL retains the vanilla feature space of the source
domain in the hope of a more effective transfer learning with
less CF impact. On the other hand, CWR enables a dynamic
architectural approach through copying and re-initializing
weights of previous tasks in a sequential batch CL setting [9],
[12].

5) General CL: Greedy Sampler and Dumb Learner
(GDumb) and Continual Prototype Evolution (CoPE) are
general CL strategies prioritizing the replay of those training
samples that are balanced in class labels [7].

D. Avalanche Training Strategy Plugin

The list of Avalanche CL training strategy plugins and
their corresponding parameters is presented in Table II, where
the unspecified parameters are assigned the default values as
outlined in the Avalanche library’s documentation [5].

E. Evaluation Metrics

The first iteration of the experiment yields the metrics of the
model with the Naı̈ve plugin (no training strategy) to set up
a baseline. The subsequent iterations pass each available and
applicable Avalanche CL training strategy plugin individually
for AMCA computation defined as such [8]:

AMCA =
1

T

∑
t

1

C

∑
c

ac,t, (1)

where T = Ntestpoints and C = Nclasses.
Power usage quantification in kilowatt hour (kWh) is mea-

sured with the help of CodeCarbon defined as follows [13]:

kWh =
PT

1000
, (2)

where P = Power(Watt) and T = T ime(Hour).
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TABLE I
BASELINE EXPERIMENT SETUP. ITALIC—MODIFICATIONS TO THE CL TRAINING STRATEGY BEYOND BASELINE SETTINGS

Attribute Description

Model Pre-trained ResNet-50
Optimizer Stochastic Gradient Descent and α = 0.01
Data Augmentation Upsizing to 224 × 224, and Horizontal Flipping
CL Training Strategy CopyWeights with Re-init (CWR), Replay Memory, and Memory Size=600
Additional Feature First Experience Double Batching, Unfreezing Feature Extractor, and Balanced Memory with Reservoir Sampling

TABLE II
AVALANCHE TRAINING STRATEGY SETTINGS

Strategy Parameter

Naı̈ve N/A
LR CosineAnnealingWarmRestarts, T0 = 1
CoPE NClasses = 7, PrototypeSize = 7, MemorySize = 600, MaxIterationCount = 1000
CWR FreezeRemainingWeights = False
EWC λ = 0.1
GDumb MemorySize = 600
AGEM PatternperExperience = 600, SampleSize = 64
GEM N/A
LFL λ = 0.001
LWF N/A
Replay Memory MemorySize = 600
SI λ = 0.001
MAS N/A
BiC MemorySize = 600

To research Avalanche CL training plugins with a balanced
trade-off between performance and conservation with a posi-
tive impact overall, we seek to boost the AMCA value while
maximally shrinking the kWh value.

Thus, we define a new metric accounting for both clas-
sification accuracy and electricity usage, measured by the
computation of the ratio of AMCA to kilowatt hour as follows:

AMCA/kWh =
AMCA

kWh
(3)

V. RESULTS AND DISCUSSIONS

Our experiment first observed how each Avalanche CL train-
ing strategy plugin performs individually regarding AMCA,
kWh, and their ratio. The Avalanche CL training strategy
plugins demonstrated a promising accuracy-power ratio and
are then synergized for further examination of whether they
can coalesce well and produce even massive benefits.

A. Avalanche CL Strategy Performance

Table III compiles the individual Avalanche CL training
strategy plugin metrics where CWR, EWC, AGEM, LWF,
Replay, SI, and MAS outperform the Naı̈ve method in AMCA.
The GDumb strategy recorded the lowest power consumption,
but its underwhelming AMCA rendered it less useful. LR
strategy scored an identical AMCA as the Naı̈ve method and
is inferred that the scheduling and optimization algorithm
ultimately lead to the exact same CL progress as the Naı̈ve
but with more additional computations. CoPE, GEM, and BiC
performed inferior to the Naı̈ve in terms of both AMCA and
kWh and did not worth advancing into further inspection. LFL
scored the poorest AMCA among all, and it was deduced that
it was not suitable for the AD task.

Figure 1 illustrates the plugin performance, where circle
sizes indicate the accuracy-power ratio. Only LWF and Replay

demonstrate improvements over Naı̈ve when accounting for
energy consumption.

B. Combination of Promising Avalanche CL Strategies

The upcoming experiment combines LWF and Replay due
to their outstanding performances to see if they incorporate
well and induce an even more beneficial outcome. Table IV
displays that a more sophisticated hybrid method does not
necessarily outperform the simple approach. The synergy
introduces a higher AMCA score, showing higher resilience
towards CF. However, the additional calculations and power
consumption might not be worth the trade-off in a setting
where energy conservation is heavily favoured.

The results show that multiple training strategies might
introduce over-complexity and possibly interference, where
we see the combination of Replay and LWF yields a worse
product than its components. Although the plugin combination
from the literature shows promising synergy, the slight gain
does not justify sacrificing additional power consumption. A
simple Replay training strategy is the best approach, fulfilling
CLAD-C’s accuracy and efficiency requirements.

C. Optimal Memory Allocation

Although now that the Replay Memory strategy has proven
to outperform its peers, we decided to delve deeper into
its memory size hyperparameter configuration as it directly
relates to memory consumption, considering the scarcity and
preciousness of memory in an AD setting. We performed a
series of experiments within the possible range of memory
size definition between 0 and 1000 following the SSLAD
Challenge Track 3A restrictions [8].

Figure 2 depicts the influence of the memory size hyperpa-
rameter on the AMCA metric of the Replay strategy. The peak
performance was recorded at approximately 500 memory size.
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TABLE I
BASELINE EXPERIMENT SETUP. ITALIC—MODIFICATIONS TO THE CL TRAINING STRATEGY BEYOND BASELINE SETTINGS

Attribute Description

Model Pre-trained ResNet-50
Optimizer Stochastic Gradient Descent and α = 0.01
Data Augmentation Upsizing to 224 × 224, and Horizontal Flipping
CL Training Strategy CopyWeights with Re-init (CWR), Replay Memory, and Memory Size=600
Additional Feature First Experience Double Batching, Unfreezing Feature Extractor, and Balanced Memory with Reservoir Sampling

TABLE II
AVALANCHE TRAINING STRATEGY SETTINGS

Strategy Parameter

Naı̈ve N/A
LR CosineAnnealingWarmRestarts, T0 = 1
CoPE NClasses = 7, PrototypeSize = 7, MemorySize = 600, MaxIterationCount = 1000
CWR FreezeRemainingWeights = False
EWC λ = 0.1
GDumb MemorySize = 600
AGEM PatternperExperience = 600, SampleSize = 64
GEM N/A
LFL λ = 0.001
LWF N/A
Replay Memory MemorySize = 600
SI λ = 0.001
MAS N/A
BiC MemorySize = 600

To research Avalanche CL training plugins with a balanced
trade-off between performance and conservation with a posi-
tive impact overall, we seek to boost the AMCA value while
maximally shrinking the kWh value.

Thus, we define a new metric accounting for both clas-
sification accuracy and electricity usage, measured by the
computation of the ratio of AMCA to kilowatt hour as follows:

AMCA/kWh =
AMCA

kWh
(3)

V. RESULTS AND DISCUSSIONS

Our experiment first observed how each Avalanche CL train-
ing strategy plugin performs individually regarding AMCA,
kWh, and their ratio. The Avalanche CL training strategy
plugins demonstrated a promising accuracy-power ratio and
are then synergized for further examination of whether they
can coalesce well and produce even massive benefits.

A. Avalanche CL Strategy Performance

Table III compiles the individual Avalanche CL training
strategy plugin metrics where CWR, EWC, AGEM, LWF,
Replay, SI, and MAS outperform the Naı̈ve method in AMCA.
The GDumb strategy recorded the lowest power consumption,
but its underwhelming AMCA rendered it less useful. LR
strategy scored an identical AMCA as the Naı̈ve method and
is inferred that the scheduling and optimization algorithm
ultimately lead to the exact same CL progress as the Naı̈ve
but with more additional computations. CoPE, GEM, and BiC
performed inferior to the Naı̈ve in terms of both AMCA and
kWh and did not worth advancing into further inspection. LFL
scored the poorest AMCA among all, and it was deduced that
it was not suitable for the AD task.

Figure 1 illustrates the plugin performance, where circle
sizes indicate the accuracy-power ratio. Only LWF and Replay

demonstrate improvements over Naı̈ve when accounting for
energy consumption.

B. Combination of Promising Avalanche CL Strategies

The upcoming experiment combines LWF and Replay due
to their outstanding performances to see if they incorporate
well and induce an even more beneficial outcome. Table IV
displays that a more sophisticated hybrid method does not
necessarily outperform the simple approach. The synergy
introduces a higher AMCA score, showing higher resilience
towards CF. However, the additional calculations and power
consumption might not be worth the trade-off in a setting
where energy conservation is heavily favoured.

The results show that multiple training strategies might
introduce over-complexity and possibly interference, where
we see the combination of Replay and LWF yields a worse
product than its components. Although the plugin combination
from the literature shows promising synergy, the slight gain
does not justify sacrificing additional power consumption. A
simple Replay training strategy is the best approach, fulfilling
CLAD-C’s accuracy and efficiency requirements.

C. Optimal Memory Allocation

Although now that the Replay Memory strategy has proven
to outperform its peers, we decided to delve deeper into
its memory size hyperparameter configuration as it directly
relates to memory consumption, considering the scarcity and
preciousness of memory in an AD setting. We performed a
series of experiments within the possible range of memory
size definition between 0 and 1000 following the SSLAD
Challenge Track 3A restrictions [8].

Figure 2 depicts the influence of the memory size hyperpa-
rameter on the AMCA metric of the Replay strategy. The peak
performance was recorded at approximately 500 memory size.

TABLE III
CL TRAINING STRATEGY IMPACT. RESULTS IN BOLD DEPICT IMPROVEMENTS OVER NAÏVE.

Metric Avalanche CL Training Strategy

Naı̈ve LR CoPE CWR EWC GDumb AGEM GEM LFL LWF Replay SI MAS BiC

AMCA 0.4950 0.4950 0.4365 0.5540 0.5197 0.1678 0.5592 0.4132 0.0683 0.5178 0.6321 0.5135 0.5051 0.3879
kWh 0.0201 0.0203 0.0272 0.0341 0.0327 0.0154 0.1907 0.0380 0.0239 0.0210 0.0252 0.0424 0.0285 0.0581

AMCA/kWh 24.643 24.348 16.070 16.253 15.905 10.897 2.932 10.874 2.853 24.681 25.044 12.119 17.740 6.682
Loss 0.4685 0.4685 21.2856 0.4600 0.4436 2.3135 0.4720 0.5905 NaN 0.4407 0.4227 0.4358 0.4970 0.8853

Top-1 Acc. 0.8418 0.8418 0.6154 0.8497 0.8492 0.0072 0.8428 0.7929 0 0.8629 0.8502 0.8519 0.8213 0.7156

Fig. 1. Individual Avalanche CL Plugin Comparison

TABLE IV
IMPACT OF COMBINED PROMISING AVALANCHE CONTINUAL LEARNING

STRATEGIES ON CL TRAINING STRATEGY. RESULTS IN BOLD DEPICT THE
BEST-ACHIEVING APPROACH.

Metric Avalanche CL Training Strategy

Baseline LWF Replay Replay+LWF

AMCA 0.6472 0.5178 0.6321 0.5554
kWh 0.0428 0.0210 0.0252 0.0361

AMCA/kWh 15.105 24.681 25.044 15.391
Loss 0.3871 0.4407 0.4227 0.4579

Top-1 Acc. 0.8702 0.8629 0.8502 0.8506

We hypothesize that this was due to the lack of certain classes
in the training sets of CLAD benchmark [8]. By our inference,
the optimal memory size should settle at 492, instead of 600
proposed in the literature baseline [8], which is the product of
the number of the least represented object, which, in our case,
is tricycle scoring at 82, and the total number of classes, 6, for
a class-balanced buffer. A smaller memory size will lead to a
reduced amount of information, and a memory size exceeding
our calculation will yield an under-representation of the minor
class, which damages the AMCA value.

Fig. 2. Effect of Memory Size Towards AMCA on Replay Strategy

VI. CONCLUSION

Our study delivers an in-depth review of how Avalanche CL
training strategies impact the AMCA and kWh metric against
the CLAD-C benchmark. We reveal that a more sophisticated
combination of CL training strategies does not necessarily
introduce benefits over their individual counterparts. There
might be interference, contradictions, and inclusion of less
significant calculations that are not worth the AMCA-kWh
trade-off. Our results show that a simple Replay strategy is the
best solution for CLAD-C, scoring a 65.80% improvement at
the AMCA-kWh ratio over the literature baseline.
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Real-world applications place a high value on resource effi-
ciency, and hence, our research allocated significant effort into
streamlining the model architecture, cutting out less impactful
computations, and improving memory utilization. Our research
shows the effect of the memory size hyperparameter on the
Replay strategy and the deduction that 492 is the optimal
memory allocation for the Replay strategy for a class-balanced
memory buffer and optimal AMCA.

The scope of this paper includes only CLAD-C, a sub-
track of the CLAD benchmark. Future research can expand
this work for application in CLAD-D or any beneficial and
relevant benchmarking [8]. Also, further work can be done on
more CL training strategies not included in this study or the
Avalanche library by ContinualAI [5]. The model proposed
by this paper can function as a competent replacement for the
conventional ResNet-50 inference backbone in a complete AD
system such as DeFIX, Detecting and Fixing Failure Scenarios
with Reinforcement Learning in Imitation Learning Based
Autonomous Driving for further evaluation and validation on
CARLA, the state-of-the-art AD simulator [14], [15].
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Real-world applications place a high value on resource effi-
ciency, and hence, our research allocated significant effort into
streamlining the model architecture, cutting out less impactful
computations, and improving memory utilization. Our research
shows the effect of the memory size hyperparameter on the
Replay strategy and the deduction that 492 is the optimal
memory allocation for the Replay strategy for a class-balanced
memory buffer and optimal AMCA.

The scope of this paper includes only CLAD-C, a sub-
track of the CLAD benchmark. Future research can expand
this work for application in CLAD-D or any beneficial and
relevant benchmarking [8]. Also, further work can be done on
more CL training strategies not included in this study or the
Avalanche library by ContinualAI [5]. The model proposed
by this paper can function as a competent replacement for the
conventional ResNet-50 inference backbone in a complete AD
system such as DeFIX, Detecting and Fixing Failure Scenarios
with Reinforcement Learning in Imitation Learning Based
Autonomous Driving for further evaluation and validation on
CARLA, the state-of-the-art AD simulator [14], [15].
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Abstract—Deep neural network has been used to predict the
bird’s-eye-view map from a frontal camera of an autonomous car.
A state-of-the-art approach, namely pyramid occupancy network
(PON), uses an encoder-decoder architecture to condense an
image column into a context vector that describes the object
occupancy along the radial direction. Our work, Horizontally-
aware Pyramid Occupancy Network (H-PON), extends the PON
model with a novel component that provides additional context
information describing the relationships of the objects along
the horizontal direction. This is done by also encoding the
horizontal column of the image into an additional context vector
using another encoder-decoder layer. This context vector is,
then, expanded back providing improved features for semantic
reasoning across the horizontal direction. We found that this sim-
ple extension significantly improves PON’s semantic prediction
performance in the nuScences dataset. Our experiment shows
that the objects that are rarely seen and those that are further
away from the center greatly benefit from this novel component.

Index Terms—bird’s-eye-view, image-to-map, autonomous car,
semantic segmentation

I. INTRODUCTION

Autonomous driving relies on object identification, distance
estimation, and position estimation, which are generally ac-
complished using a combination of lidar, radar, and cameras,
to perceive the surroundings. Cameras provide a less expensive
alternative that can also complete these duties without the need
of lidar or radar. Recent efforts have made substantial use of
cameras to build top-down maps in autonomous algorithms.
These maps offer contextual data that enables autonomous
driving systems to make informed decisions, particularly when
it comes to effective path planning by examining road layouts.

In the line of work of estimating the bird’s-eye-view (BEV)
map of the surroundings from an image, Pyramid Occupancy
Network (PON) [1] is one of the current state-of-the-art
methods that uses deep learning to transform the frontal
camera image into a semantic BEV map. PON introduces the
mutliscale dense transformer pyramid, which is an encoder-
decoder model that encodes each vertical column of the
image into a small context vector. This context vector is then
expanded back into a semantic ray describing the semantic
occupancy along the direction of a circular ray originating
from the camera.

† These authors contributed equally to this work.
* Corresponding author

However, this approach ignores the relationship across the
rays, i.e., along the horizontal direction. We hypothesize that
the semantic context information along this direction can be
useful in predicting the occluded objects especially objects
near the left and right borders of the image. We propose
a novel component, namely a horizontal dense transformer
pyramid, that aims to alleviate this problem. This component
encodes additional semantic vectors along the horizontal di-
rection in addition to the vertical direction.

Contributions: The main contributions of this work include
(i) a novel component in the Pyramid Occupancy Network
model and, (ii) an experiment that suggests the benefit of using
horizontal context to aid the improvement of the BEV semantic
prediction task.

II. RELATED WORK

Early approaches [2]–[4] use a geometric technique called
inverse perspective mapping (IPM), to map images from
the frontal perspective into the BEV perspective. These ap-
proaches perform poorly when the images contain non-flat
road layouts or occluded objects. Abbas and Zisserman [3]
focus on the detection of objects in the BEV perspective.
Reiher et al. [4] utilize semantic segmentation images and
apply an IPM transformation to them.

Another line of approaches is to reason about both spatial
and semantic information implicitly. Schulter et al. [5] present
a convolutional neural network (CNN) in image space to
make predictions with depth information and finally use an
additional CNN in BEV space for refinement. Lu et al. [6] use
a variational encoder-decoder network that encodes front-view
images and decodes them to BEV semantic maps. Philion et
al. [7] employ the Latent Depth Distribution model to extract
depth features for each pixel corresponding to the local 2-
dimensional coordinate system.

Several works [5]–[7] instead implicitly use the semantic
context information along the horizontal direction of an image
to predict the BEV maps. We solve this issue by explicitly
providing this information to the network with our proposed
component, the horizontal dense transformer pyramid.

III. PYRAMID OCCUPANCY NETWORK

This work is built upon the Pyramid Occupancy Network
[1]. The goal of this model is to predict the semantic bird’s-
eye-view map from a frontal image. The state of the map

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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Fig. 1: Horizontally-aware Pyramid Occupancy Network: (a) the original PON network consists of a feature pyramid network,
the multiscale dense transformer pyramid and the topdown network, (b) the H-PON extends PON with the horizontal dense
transformer pyramid, which provides additional horizontal relationship contexts for the top-down network.

is represented by a semantic occupancy grid in which each
spatial location 𝑥𝑥𝑖𝑖 has an associated state 𝑚𝑚𝑐𝑐

𝑖𝑖
of class 𝑐𝑐, that

can be either occupied (𝑚𝑚𝑐𝑐
𝑖𝑖
= 1), or free (𝑚𝑚𝑐𝑐

𝑖𝑖
= 0). As the occu-

pancy is generally unknown, 𝑚𝑚𝑐𝑐
𝑖𝑖

is treated as a random variable
and is modeled with the conditional probability 𝑝𝑝(𝑚𝑚𝑐𝑐

𝑖𝑖
|𝑧𝑧𝑡𝑡 ),

conditioned on a set of observations 𝑧𝑧𝑡𝑡 . As illustrated in Fig.
1a, the network comprises 3 main components as follows:

1) Feature pyramid network: The pretrained ResNet-50
[8], as a backbone feature extractor, extracts multiscale
image features. These image features are then fed into
a feature pyramid network [9] to construct a feature
pyramid in which the context is represented in multiple
resolutions.

2) Multiscale dense transformers: Since the input and
output of the network are entirely different coordinate
systems, this component is required to convert the image
features on the image plane to features on the bird’s-
eye-view plane. Each feature in a feature pyramid is
converted using a component called dense transformer.
The BEV features are, then, concatenated along the
depth axis.

3) Topdown network: This component processes the
bird’s-eye-view features into the BEV semantic map. It
performs the upsampling operation and predicts the final
semantic occupancy grid probabilities using a standard
convolution neural network.

The most difficult aspect of this problem is how to translate
the frontal view into the perspective of the bird’s-eye view.
In principle, this translation step needs complex computations
and requires knowledge not just about the camera intrinsics
but also the semantic context of the image to help estimate the
depth of various objects that might also be partially excluded

in the frontal view.
PON uses the multiscale dense transformer, which is a

standard encoder-decoder model to condense each image col-
umn into an encoded vector. The image column is a narrow
view from top to bottom of the frontal image and, therefore,
contains the context of the object along the direction of that
column. This encoded vector is then decoded into a ray, which
contains both position and semantic of the object along the
ray originating from the camera. However, the relationship
between each column is not modeled in this component.

IV. HORIZONTALLY-AWARE PYRAMID OCCUPANCY
NETWORK

We introduce a novel component – horizontal dense trans-
former pyramid. In combination with the original PON, we
called our model the Horizontally-aware Pyramid Occupancy
Network (H-PON). The horizontal dense transformer pyramid
takes a horizontal column of the image and encodes it into a
horizontal context. The goal is to extend the ability of PON
to include the contextual relationship across the horizontal
direction.

Similar to PON, illustrated in Fig. 2a, the model converts
an image plane feature with 𝐶𝐶 channels, height 𝐻𝐻, and
width 𝑊𝑊 , to a bird’s-eye-view plane feature with 𝐶𝐶 channels,
depth 𝑍𝑍 , and width 𝑋𝑋 . PON takes a vertical column and
encodes it into a bottleneck feature before expanding it back
along the polar radial direction. Our method, Fig. 2b, takes
a horizontal column and encodes it into a bottleneck feature
before expanding it back along the horizontal line.

In our experiment, we implement PON using the same
architecture as the original paper [1]. The architectural and
implementation details can be found in the paper and their
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[8], as a backbone feature extractor, extracts multiscale
image features. These image features are then fed into
a feature pyramid network [9] to construct a feature
pyramid in which the context is represented in multiple
resolutions.

2) Multiscale dense transformers: Since the input and
output of the network are entirely different coordinate
systems, this component is required to convert the image
features on the image plane to features on the bird’s-
eye-view plane. Each feature in a feature pyramid is
converted using a component called dense transformer.
The BEV features are, then, concatenated along the
depth axis.

3) Topdown network: This component processes the
bird’s-eye-view features into the BEV semantic map. It
performs the upsampling operation and predicts the final
semantic occupancy grid probabilities using a standard
convolution neural network.

The most difficult aspect of this problem is how to translate
the frontal view into the perspective of the bird’s-eye view.
In principle, this translation step needs complex computations
and requires knowledge not just about the camera intrinsics
but also the semantic context of the image to help estimate the
depth of various objects that might also be partially excluded

in the frontal view.
PON uses the multiscale dense transformer, which is a

standard encoder-decoder model to condense each image col-
umn into an encoded vector. The image column is a narrow
view from top to bottom of the frontal image and, therefore,
contains the context of the object along the direction of that
column. This encoded vector is then decoded into a ray, which
contains both position and semantic of the object along the
ray originating from the camera. However, the relationship
between each column is not modeled in this component.

IV. HORIZONTALLY-AWARE PYRAMID OCCUPANCY
NETWORK

We introduce a novel component – horizontal dense trans-
former pyramid. In combination with the original PON, we
called our model the Horizontally-aware Pyramid Occupancy
Network (H-PON). The horizontal dense transformer pyramid
takes a horizontal column of the image and encodes it into a
horizontal context. The goal is to extend the ability of PON
to include the contextual relationship across the horizontal
direction.

Similar to PON, illustrated in Fig. 2a, the model converts
an image plane feature with 𝐶𝐶 channels, height 𝐻𝐻, and
width 𝑊𝑊 , to a bird’s-eye-view plane feature with 𝐶𝐶 channels,
depth 𝑍𝑍 , and width 𝑋𝑋 . PON takes a vertical column and
encodes it into a bottleneck feature before expanding it back
along the polar radial direction. Our method, Fig. 2b, takes
a horizontal column and encodes it into a bottleneck feature
before expanding it back along the horizontal line.
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Fig. 2: Comparison between the PON’s dense transformer and
the H-PON’s horizontal dense transformer.

code. H-PON implementation is a simple extension to PON
where we add an additional branch into the model as illustrated
in Fig. 1.

The extended branch slightly modified the implementation
of PON’s dense transformer by adjusting the dimension in
which the transformation takes place. The value of 𝐶𝐶, 𝑍𝑍

and 𝑋𝑋 are kept the same as the size of the BEV feature
in the original PON’s implementation. However, the original
PON’s implementation combines the outputs of the multi-
scale dense transformer by cropping and stacking along the
z-direction. H-PON stacks and downsamples the outputs of
the horizontal dense transformer along the channel-direction
as illustrated in Fig. 1b. Those two outputs from PON’s multi-
scale dense transformer pyramid and H-PON’s horizontal
dense transformer pyramid are stacked along the channel-
direction and fed into the top-down network to predict the
final semantic occupancy grid probabilities.

V. EXPERIMENTAL SETUP

A. Dataset

In the experiment, we evaluate the performance of our
method with the nuScenes dataset [10], a large-scale dataset
for autonomous driving. The nuScenes dataset is comprised
of 20-second-long video sequences of driving scenes captured
in Boston and Singapore with annotated data. We use version
1.0-mini, which is a small version comprised of 10 scenes
totaling 404 frames and including images, annotations, and
other metadata. Notably, we use only front camera data from
a total of six cameras with different views. These 404 samples
are randomly shuffled and split into 70% for training and
30% for validation. The ground truth occupancy maps for
each class are generated from the annotations with map data,
ego position, and camera calibration. The dataset contains 14
classes, which are categorized into 4 static map layout classes
and 10 movable object classes. Additionally, an occlusion

mask is calculated from lidar data to indicate the camera
field of view. We use the same processes for the ground truth
occupancy map and occlusion mask generations described in
[1].

B. Training and evaluation

We train the network using binary cross entropy loss until
the convergence with Adam optimization with a learning
rate of 0.001. The predictions of occupancy probability are
thresholded with a decision boundary of 0.5 (𝑝𝑝(𝑚𝑚𝑐𝑐

𝑖𝑖
|𝑧𝑧𝑡𝑡 ) > 0.5)

and then evaluated using the intersect over union (IoU) score.
Moreover, non-visible grid cells, which can be indicated by
an occlusion mask, are ignored during evaluation.

VI. RESULTS

After each training epoch, we evaluate the networks with
an average IoU score. The IoU is a ratio that calculates the
overlapping area between the ground truth and predicted area
to the total area [11]. Fig. 3 shows the average IoU score
between the original PON and our H-PON.
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Fig. 3: Visualization of the average IoU score on the validation
dataset between PON and H-PON.

We also evaluate the networks with IoU scores by classes
as shown in Table I. The first four classes are static classes,
and the remaining are object classes which are movable. While
the original PON produces an average IoU score of 14.9321%,
our H-PON’s average score is 19.5419%.

Furthermore, the performance of PON and H-PON is eval-
uated using precision and recall, as shown in Table II. While
the original PON produces an average precision of 27.9755%
and an average recall of 19.5345%, our H-PON produces
an average precision of 34.8999% and an average recall of
24.4718%.

In Fig. 4, some images from the validation dataset are
visualized with their ground truth and occupancy grid maps
predicted by PON and H-PON. We found out that H-PON
can locate the road layout that aligns along the x-axis of the
camera, e.g., the road crossing at the intersection with its sided
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Fig. 4: Comparison of prediction results on validation samples between PON and H-PON included images and ground truths.
Black occlusion masks were ignored during evaluation.

TABLE I: IoU scores (%) on the validation dataset.

Classes PON H-PON
drivable 75.4146 76.7223
ped. crossing 35.5399 50.6781
walkway 41.8142 51.3494
carpark 24.7612 39.5416
car 11.7246 18.3359
truck 4.2715 7.7739
bus 7.5653 18.1267
trailer 0 0
construction veh. 2.971 1.5251
pedestrian 0.2913 2.6767
motorcycle 0.3115 0
bicycle 1.4682 4.6584
traffic cone 2.5606 0.1468
barrier 0.3551 2.0518
Average 14.9321 19.5419

walkway, in the z-axis more correctly than PON since the
H-PON provides contextual relationship across the horizontal
direction in the image. The long objects that align along the
x-axis of the camera are also predicted more accurately by H-
PON. The bus is one of those objects, as specified by a higher
H-PON’s IoU score, precision, and recall for this class. The
H-PON also outperforms PON in some other object classes,
e.g., car, truck, pedestrian and bicycle, as it has more ability
to detect the objects located in the left and right border.

TABLE II: Precision and Recall on the validation dataset.

Classes PON H-PON
Precision Recall Precision Recall

drivable 82.9176 89.2868 87.0786 86.5790
ped. crossing 54.2992 50.7076 71.3949 63.5899
walkway 59.5306 58.4207 72.0786 64.0998
carpark 59.9885 29.6596 59.8274 53.8355
car 31.2417 15.8021 38.7155 25.8342
truck 10.8514 6.5808 22.7481 10.5624
bus 14.4945 13.6631 46.3292 22.9449
trailer 0 0 0 0
construction veh. 10.0711 4.0438 10.2493 1.7602
pedestrian 11.7647 0.2978 25.4902 2.9039
motorcycle 3.6697 0.3393 0 0
bicycle 17.3077 1.5789 10.2041 7.8947
traffic cone 29.8387 2.7246 33.3333 0.1473
barrier 5.6818 0.3774 11.1492 2.4528
Average 27.9755 19.5345 34.8999 24.4718

VII. CONCLUSION

This paper proposes a novel architecture for predicting
bird’s eye view map from an image, namely H-PON. H-PON
extends the PON model with a novel component – horizon-
tal dense transformer pyramid – which encodes horizontal
columns of the image and expands them onto the bird’s-
eye-view plane. This helps in providing the network with
the contextual relationship across the horizontal direction of
the image and enables the model to better understand object
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Fig. 4: Comparison of prediction results on validation samples between PON and H-PON included images and ground truths.
Black occlusion masks were ignored during evaluation.

TABLE I: IoU scores (%) on the validation dataset.

Classes PON H-PON
drivable 75.4146 76.7223
ped. crossing 35.5399 50.6781
walkway 41.8142 51.3494
carpark 24.7612 39.5416
car 11.7246 18.3359
truck 4.2715 7.7739
bus 7.5653 18.1267
trailer 0 0
construction veh. 2.971 1.5251
pedestrian 0.2913 2.6767
motorcycle 0.3115 0
bicycle 1.4682 4.6584
traffic cone 2.5606 0.1468
barrier 0.3551 2.0518
Average 14.9321 19.5419

walkway, in the z-axis more correctly than PON since the
H-PON provides contextual relationship across the horizontal
direction in the image. The long objects that align along the
x-axis of the camera are also predicted more accurately by H-
PON. The bus is one of those objects, as specified by a higher
H-PON’s IoU score, precision, and recall for this class. The
H-PON also outperforms PON in some other object classes,
e.g., car, truck, pedestrian and bicycle, as it has more ability
to detect the objects located in the left and right border.

TABLE II: Precision and Recall on the validation dataset.

Classes PON H-PON
Precision Recall Precision Recall

drivable 82.9176 89.2868 87.0786 86.5790
ped. crossing 54.2992 50.7076 71.3949 63.5899
walkway 59.5306 58.4207 72.0786 64.0998
carpark 59.9885 29.6596 59.8274 53.8355
car 31.2417 15.8021 38.7155 25.8342
truck 10.8514 6.5808 22.7481 10.5624
bus 14.4945 13.6631 46.3292 22.9449
trailer 0 0 0 0
construction veh. 10.0711 4.0438 10.2493 1.7602
pedestrian 11.7647 0.2978 25.4902 2.9039
motorcycle 3.6697 0.3393 0 0
bicycle 17.3077 1.5789 10.2041 7.8947
traffic cone 29.8387 2.7246 33.3333 0.1473
barrier 5.6818 0.3774 11.1492 2.4528
Average 27.9755 19.5345 34.8999 24.4718

VII. CONCLUSION

This paper proposes a novel architecture for predicting
bird’s eye view map from an image, namely H-PON. H-PON
extends the PON model with a novel component – horizon-
tal dense transformer pyramid – which encodes horizontal
columns of the image and expands them onto the bird’s-
eye-view plane. This helps in providing the network with
the contextual relationship across the horizontal direction of
the image and enables the model to better understand object

relationships in the horizontal direction within the scene.
The experimental results show that this novel component
significantly improves performance, especially for the objects
and road layouts aligned along the x-axis of the camera. Ad-
ditionally, the objects that are rarely seen and those positioned
further away from the center also gain better prediction scores.
One weakness of this model is the requirement of camera
intrinsic parameters, which limits the generality of the method.
This problem will be investigated further in future works.
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Abstract—This work explores the use of angled stereo
vision with low-cost cameras to increase the field of view
for an improved situational awareness. While it increases
the perception capabilities in computer vision applications,
this work also advances the accuracy of depth estimation.
Traditional stereo camera setups rely on a pair of parallel
optical axes, which consists largely of overlapping regions
that results in a wastage of both hardware and processing
resources in capturing similar views. By reducing the overlap
in the images captured, more data can be captured from
the surrounding for analysis. The angled stereo camera is
capable of capturing more unique information as compared
to the regular stereo camera alternative with the same
hardware, improving situational awareness.

Index Terms—Angled stereo camera, Fisheye camera,
depth estimation, overlapping view, peripheral view, depth
estimation errors, enhanced field of view, multi agent moni-
toring.

I. INTRODUCTION

Stereo vision is the ability to perceive depth in a
scene by using multiple viewpoints. This technique is
used extensively in computer vision to enable machines
to understand and interpret the surroundings. The use
of stereo cameras is a common approach for depth per-
ception and 3D reconstruction, with various applications
in robotics, autonomous driving and surveillance [1] [2].
This paper focuses on the advancements in stereo camera
technology, particularly the use of angled stereo cameras
for an improved hardware utilisation by reducing over-
lap regions. The traditional stereo cameras are typically
mounted horizontally with a pair of parallel optical axis
[3]. This leads to an overlap of information captured by
the cameras which translates to a wastage of hardware
utilisation. The use of angled stereo cameras provides
more flexibility in capturing depth information for a wider
field of view (FOV) with the same hardware, thereby
improving the overall resource utilisation. The data cap-
tured from the peripheral vision unique to angled stereo
camera can also be used to generate depth information
with motion. However, the use of angled fisheye stereo
cameras intensifies the criticality of accurate unwarping
which will also be brought up and addressed in this work.
Current unwarping technologies such as the common
fisheye unwarping method in MATLAB generally has the
following characteristics.

• Unwarped image is free of radial distortion caused
by the fisheye lens

• Rectilinear appearance with the preservation of
straight lines

• Image stretching present at the edges
• Unwarped image has some loss of information at the

edges due to the stretching process

The warping of fisheye images is a long standing
problem in current works with fisheye cameras. There are
existing works that explores various unwarping methods
for fisheye cameras. Each of the methods having their
benefits for various applications. One of the methods
proposed the mapping of points onto a cylinder instead of
a plane [4]. This method aims to reduce information loss
along epipolar lines. This method has the potential to re-
duce information loss along epipolar lines. A more recent
method proposed suggested the mapping of points onto
a spherical surface [5]. Works have also explored the use
of both the geometric calibration and epipolar rectification
in conventional stereo cameras with fisheye lenses [6]. A
combination of these methods will have the potential of
reducing both the information loss along epipolar lines and
generating an equiangular projection. There is also deep-
learning approach at which the dedicated neural network is
specially-design for deformation modelling and unwarping
the images, such as [7], however, they are of limited use
due to different training data and thus are not considered
here.

Overall, the use of angled stereo cameras represents
an important advancement in stereo vision technology,
improving both hardware and data resource utilisation and
opening new possibilities for accurate depth estimation
and perception in in both military and commercial utilisa-
tions. The paper will describe the methodology employed
for preparing the stereo camera set-up, as well as the
calibration techniques used to achieve accurate results.
In addition, the techniques used in the depth estimation
and perception will also be presented. The use of angled
stereo cameras can increase the amount of data captured
with the use of existing hardware, paving the way for
more advanced and efficient computer vision systems with
minimal modifications.

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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Abstract—This work explores the use of angled stereo
vision with low-cost cameras to increase the field of view
for an improved situational awareness. While it increases
the perception capabilities in computer vision applications,
this work also advances the accuracy of depth estimation.
Traditional stereo camera setups rely on a pair of parallel
optical axes, which consists largely of overlapping regions
that results in a wastage of both hardware and processing
resources in capturing similar views. By reducing the overlap
in the images captured, more data can be captured from
the surrounding for analysis. The angled stereo camera is
capable of capturing more unique information as compared
to the regular stereo camera alternative with the same
hardware, improving situational awareness.

Index Terms—Angled stereo camera, Fisheye camera,
depth estimation, overlapping view, peripheral view, depth
estimation errors, enhanced field of view, multi agent moni-
toring.

I. INTRODUCTION

Stereo vision is the ability to perceive depth in a
scene by using multiple viewpoints. This technique is
used extensively in computer vision to enable machines
to understand and interpret the surroundings. The use
of stereo cameras is a common approach for depth per-
ception and 3D reconstruction, with various applications
in robotics, autonomous driving and surveillance [1] [2].
This paper focuses on the advancements in stereo camera
technology, particularly the use of angled stereo cameras
for an improved hardware utilisation by reducing over-
lap regions. The traditional stereo cameras are typically
mounted horizontally with a pair of parallel optical axis
[3]. This leads to an overlap of information captured by
the cameras which translates to a wastage of hardware
utilisation. The use of angled stereo cameras provides
more flexibility in capturing depth information for a wider
field of view (FOV) with the same hardware, thereby
improving the overall resource utilisation. The data cap-
tured from the peripheral vision unique to angled stereo
camera can also be used to generate depth information
with motion. However, the use of angled fisheye stereo
cameras intensifies the criticality of accurate unwarping
which will also be brought up and addressed in this work.
Current unwarping technologies such as the common
fisheye unwarping method in MATLAB generally has the
following characteristics.

• Unwarped image is free of radial distortion caused
by the fisheye lens

• Rectilinear appearance with the preservation of
straight lines

• Image stretching present at the edges
• Unwarped image has some loss of information at the

edges due to the stretching process

The warping of fisheye images is a long standing
problem in current works with fisheye cameras. There are
existing works that explores various unwarping methods
for fisheye cameras. Each of the methods having their
benefits for various applications. One of the methods
proposed the mapping of points onto a cylinder instead of
a plane [4]. This method aims to reduce information loss
along epipolar lines. This method has the potential to re-
duce information loss along epipolar lines. A more recent
method proposed suggested the mapping of points onto
a spherical surface [5]. Works have also explored the use
of both the geometric calibration and epipolar rectification
in conventional stereo cameras with fisheye lenses [6]. A
combination of these methods will have the potential of
reducing both the information loss along epipolar lines and
generating an equiangular projection. There is also deep-
learning approach at which the dedicated neural network is
specially-design for deformation modelling and unwarping
the images, such as [7], however, they are of limited use
due to different training data and thus are not considered
here.

Overall, the use of angled stereo cameras represents
an important advancement in stereo vision technology,
improving both hardware and data resource utilisation and
opening new possibilities for accurate depth estimation
and perception in in both military and commercial utilisa-
tions. The paper will describe the methodology employed
for preparing the stereo camera set-up, as well as the
calibration techniques used to achieve accurate results.
In addition, the techniques used in the depth estimation
and perception will also be presented. The use of angled
stereo cameras can increase the amount of data captured
with the use of existing hardware, paving the way for
more advanced and efficient computer vision systems with
minimal modifications.

979-8-3503-0446-6/23/$31.00 ©2023 IEEE

II. METHODOLOGY

The cameras used in this stereo camera set-up is the
ArduCam IMX323, capable of capturing images at 1080p.
The lens used for this test is the 180° lens (Model number
M25170H12) from the ArduCam UVC camera M12 lens
kit. The mount holding the camera is printed using a 3D
printer. The distance between the center points of the
sensors for both the setups were kept to 50mm as seen
in Figure 1 (a) and (b). The variation of the 2 mounts lies
in the angle of tilt of the sensors as compared in Figure 1
(c).

Fig. 1. Angled fisheye camera setups; (a) 45° angle of tilt setup; (b) 30°
angle of tilt setup; (c) side by side comparison of 45° and 30° angle of
tilt setups

The underlying concept of angled stereo camera builds
upon existing works of the traditional stereo cameras that
makes use of a pair of parallel optical axis. In traditional
stereo camera technology, two cameras are used to capture
images of a scene from a slightly different perspective.
This happens while the cameras are facing in the same
direction. The disparity between the two images is then
compared to obtain the distance from various points within
the overlapping scene captured. This method is similar
to the way that the human eyes work, by subconsciously
perceiving disparity between the images from both eyes.
This allows us to perceive distance through vision. With
the use of angled stereo cameras, a wider FOV is captured
by reducing the overlapping region. This is similar to the
eagle eye view [8]. The angle of tilt of the sensors are
considered when deriving the equations. The concept of
angled stereo camera can be seen in Figure 2 showing the
effects of introducing tilt to the sensors.

The depth estimation equations are as follows. Firstly by
identifying the angle of the target relative to each camera
given using the following equation, with l measured in
pixels. In target tracking applications with the use of
angled fisheye stereo cameras, the value of ltarget should
be measured from the left edge of the image to the center
point of the target’s bounding box for depth estimation.
This will ensure that the distance estimation point provided
will be contained within the target.

θtarget =
ltarget
lFOV

θFOV (1)

The distance to the target from each sensor can then be
measured using the following equations before obtaining
an average of the two values for an estimated distance
from the observer to the target.

ρl = bs
sin(θr + θt)

sin(θl − θr − 2θt)
(2)

ρr = bs
sin(π − θl + θt)

sin(θl − θr − 2θt)
(3)

ρavg =
ρl + ρr

2
(4)

Fig. 2. Concept of angled stereo cameras

By introducing an angle of tilt to the sensors, the
disparity between the images captured by the left and
right camera increases. This increase in disparity results in
an increased error in the estimated distance. In addition,
the extent of warping varies significantly across the radial
distance of the image captured by the fisheye lens [9].
The warping effect of the fisheye lens compounded with
the increased disparity from the angle of tilt introduced.
This resulted in a larger error as compared to conventional
stereo cameras.

Hence the need for an increased focus on image correc-
tion and transformation to preserve angle proportions in
images captured. Firstly, a radial correction that restores
the angle proportion along the horizontal axis in the
vertical center axis as shown in Figure 3. However, a
second transformation is required that corrects the angle
proportions along all horizontal directions within the im-
age. This allows for depth estimation for targets at various
heights in the overlapping images and is unique in a
way that the angle proportions of the captured image is
preserved.

III. RESULTS AND DISCUSSIONS

Preliminary tests were done on the stereo camera setup
with 45° angle of tilt. As a proof of concept, by selecting
two points on the image manually, a distance estimation
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Fig. 3. Ideal unwarping methodology

will be output. However, due to limitations in manufactur-
ing precision of the prototype mounts, there are deviations
in the actual angle of tilt from the designed angle of tilt
of the sensors. Hence, the device is first calibrated using
a known distance. An angle offset is then introduced to
correct the angle of tilt of each sensor from the designed
angle of tilt. This is caused by deviations arising from
manufacturing imperfections.

A test is done on images captured from the 45° angle
of tilt setup as seen in Figure 4. Identical points in the
real world are identified in each of the image in the
image pair (left and right camera). The pixel coordinates
are recorded and the distance of the target from each
sensor is estimated with the use of equations (1) to (4).
With a distance estimation of approximately 24.457m,
it is similar to the data obtained from google satellite
images with an estimated distance of 30m as seen in
Figure 5. Transformation has been done to the live feed
of the image captured to correct radial distortion. Hence
the angle proportion is preserved solely at the center axis.
Since the point measured in Figure 4 is close to the center
of the image height wise, hence the distance measurement
is assumed to be relevant.

It is determined that the capability of the range of dis-
tance measured using the same hardware is largely based
on the distance between the sensors, bs. The equation
shown as follows.

ρ =

√
b2s

2(1− cos θd)
(5)

By increasing the distance between the sensors, a longer
distance between the observer and the target can be
estimated.

The current angled stereo camera setup with a baseline
distance between the sensors, bs designed with a value
of 50mm. This distance estimation of around 30m is
the physical limit of distance estimation with the current
hardware at 1080p capturing images of 1920px width and
1080px height. This limit in distance estimation is due to
the constraints in the pixel count available in the width
of the image. At a larger distance, the angle of disparity
between the left and right camera to the target decreases
from θd to θ′d as seen in Figure 6. (θd ≤ θ′d ) Considering

Fig. 4. Test distance estimation using setup with 45° angle of tilt

Fig. 5. Google satellite images distance estimation

the case where ρl =ρr on the current setup, the following
equation modelling how the measured distance varies with
the disparity angle is obtained. At a target distance of more
than 30m in this baseline distance of 50mm, the disparity
angle becomes too small for it to be reflected in terms of
pixels of the image.

Fig. 6. Decrease of angle of disparity θd as target moves further
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will be output. However, due to limitations in manufactur-
ing precision of the prototype mounts, there are deviations
in the actual angle of tilt from the designed angle of tilt
of the sensors. Hence, the device is first calibrated using
a known distance. An angle offset is then introduced to
correct the angle of tilt of each sensor from the designed
angle of tilt. This is caused by deviations arising from
manufacturing imperfections.

A test is done on images captured from the 45° angle
of tilt setup as seen in Figure 4. Identical points in the
real world are identified in each of the image in the
image pair (left and right camera). The pixel coordinates
are recorded and the distance of the target from each
sensor is estimated with the use of equations (1) to (4).
With a distance estimation of approximately 24.457m,
it is similar to the data obtained from google satellite
images with an estimated distance of 30m as seen in
Figure 5. Transformation has been done to the live feed
of the image captured to correct radial distortion. Hence
the angle proportion is preserved solely at the center axis.
Since the point measured in Figure 4 is close to the center
of the image height wise, hence the distance measurement
is assumed to be relevant.

It is determined that the capability of the range of dis-
tance measured using the same hardware is largely based
on the distance between the sensors, bs. The equation
shown as follows.

ρ =

√
b2s

2(1− cos θd)
(5)

By increasing the distance between the sensors, a longer
distance between the observer and the target can be
estimated.

The current angled stereo camera setup with a baseline
distance between the sensors, bs designed with a value
of 50mm. This distance estimation of around 30m is
the physical limit of distance estimation with the current
hardware at 1080p capturing images of 1920px width and
1080px height. This limit in distance estimation is due to
the constraints in the pixel count available in the width
of the image. At a larger distance, the angle of disparity
between the left and right camera to the target decreases
from θd to θ′d as seen in Figure 6. (θd ≤ θ′d ) Considering

Fig. 4. Test distance estimation using setup with 45° angle of tilt

Fig. 5. Google satellite images distance estimation

the case where ρl =ρr on the current setup, the following
equation modelling how the measured distance varies with
the disparity angle is obtained. At a target distance of more
than 30m in this baseline distance of 50mm, the disparity
angle becomes too small for it to be reflected in terms of
pixels of the image.

Fig. 6. Decrease of angle of disparity θd as target moves further

With the hardware limitations on the current setup
designed, it can be said that an ideal distance scale of 0.2
to 5.0m is preferred for a more accurate depth estimation
as reflected in Figure 7.

Fig. 7. Ideal range of target measured with baseline distance of 50mm

It can be seen in Figure 8. that while the MATLAB
fisheye unwarping method is able to rectify some recti-
linear distortion significantly. However, it can be noted
that the angle proportions are not preserved in the output
image. In addition, it crops the original image significantly,
resulting in the elimination of useful data from the original
image. In the case where a cylindrical calibration surface
was used as seen in Figure , the manual calibration using
OpenCV shows each situation of over correction and
under correction. In the case of over correction, the angle
proportion on the outer edge is not preserved as seen from
the stretched outer edge of the image and a compressed
central section. In addition, there appears to be a loss
of image data on the outer edge. In the case of under
correction, the image shows a compressed outer section as
compared to the inner section. Hence to preserve the angle
proportions within the image and to ensure maximum
resource utilisation, a unwarping technique that requires
a radial and horizontal correction is needed.

Fig. 8. Sample unwarping with MATLAB with fisheye and standard
unwarp

A comparison of the benefits with the use of angled
stereo camera shows the reduction of redundant data as
seen in 10. The bounding boxes in the 45° angle of tilt
shows a reduction in the main vision as compared to
the 30° angle of tilt setup. This allows a potential for
more useful unique data to be captured with minimal
modifications to existing hardware. The use of a calibrated
angled fisheye stereo cameras mounted on a drone allows
for depth perception and is hence capable of determining
its relative speed to the surrounding with a video feed
with known frames per second. With the speed data, the
non-overlapping section of the images can be analysed

Fig. 9. OpenCV manual callibration attempts

as the peripheral vision for the application of motion
parallax theory. Hence allowing for the mapping of depth
information at a wider FOV with the same hardware. In
addition, with the angle of tilt and the distance between
the sensors accounted for, the video feed can come from 2
separate observers with known pose for the target distance
to be estimated to a higher level of accuracy. With known
camera pose and coordinates, the angle of tilt of the sensor
and baseline distance between the sensor can be obtained
respectively. This format of data collection creates a larger
baseline distance between the sensors, allow for a longer
distance measurement.

Fig. 10. Comparison of overlap and peripheral vision

IV. CONCLUSION AND FUTURE WORK

This work acts as a proof of concept for angled fisheye
stereo camera technology and explored the use of it
and proposed unwarping methods that has the potential
to improve most use cases of fisheye lenses in stereo
camera applications. With minimal changes to the exist-
ing hardware, an increased level of resource utilisation
can be achieved with this work. The findings from this
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work opens numerous possibilities in practical application
in both the military and commercial use. It includes
enhanced depth perception and 3D reconstruction, with
various applications in robotics, autonomous driving and
surveillance. This enhanced sensing capabilities translates
to an increased overall system capability with the same
hardware costs. In addition, it unlocks new possibilities
for multi agent monitoring and synchronization of data,
creating depth map of an environment; search and local-
ising a target with accuracy.
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work opens numerous possibilities in practical application
in both the military and commercial use. It includes
enhanced depth perception and 3D reconstruction, with
various applications in robotics, autonomous driving and
surveillance. This enhanced sensing capabilities translates
to an increased overall system capability with the same
hardware costs. In addition, it unlocks new possibilities
for multi agent monitoring and synchronization of data,
creating depth map of an environment; search and local-
ising a target with accuracy.
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Abstract—Person re-identification (ReID) is defined as the
problem of matching identities of interest across disjoint
camera views, or in the same camera in different occasions.
It provides significant value in the context of public security,
as the ability to run such an application across a dynamic
multi-camera system will increase efficiency in identifying
and tracking any persons of interest who may pose a threat
to the population. Existing multi-object trackers are only able
to perform tracking with one camera, as the same identity
appearing in another camera will not be re-identified. This
paper aims to serve as a basis for developing a deep learning-
based extension of a single-camera multi-object tracker to a
multi-camera use case on a mobile robotic platform.

Index Terms—Deep Learning, Computer Vision, Image
Processing, Image Recognition/Classification, Multiple Ob-
ject Tracking

I. INTRODUCTION

Person re-identification (ReID) is defined as the problem
of matching identities of interest across disjoint camera
views, or in the same camera across different occasions.
It provides value in tracking across dynamic multi-camera
systems as it allows the same identity to be tracked
across different camera views, increasing the efficiency
in tracking persons of interest. Most existing multi-object
trackers are only able to perform tracking across one
camera, as the same target appearing across different
cameras will not be given the same identity due to the lack
of sharing of identity information across camera streams.
On the other hand, trackers that are able to perform cross-
camera tracking usually require too much computation
to be used on smaller computers that mobile robotic
platforms require. As such, this paper aims to close this
gap by presenting an extension of FastMOT [1], a single-
camera multi-object tracker, to a multi-camera use case
using ReID.

FastMOT is a modular single-camera multi-object
tracker that is able to run on an Nvidia Jetson Xavier
NX, making it suitable as a baseline framework to use
for multi-camera multi-object tracking on mobile robotic
platforms.

For the extension, we also benchmarked two different
ReID frameworks, namely AlignedReID [2] and OSNet
[3]. Through this, we selected the best framework in terms
of accuracy and efficiency to find the best option to use.

II. RELATED WORK AND LITERATURE REVIEW

A. Person Re-identification

1) AlignedReID: AlignedReID [2] is similar to most
deep learning-based ReID models, as it is based on an
image recognition backbone network. AlignedReID uses
ResNet [4] trained on ImageNet [5] as a backbone network
for feature extraction. It aims to solve the issue of image
misalignment due to issues like inaccuracies in detection
boxes, pose variations, and occlusion by automatically
learning to align the body parts of detected persons
without any additional input. The model employs mutual
learning, where two networks are trained simultaneously,
and share knowledge with each other via both metric
losses (distance between inputs in the metric space) and
classification losses (cross-entropy loss), illustrated in fig-
ure 1.

Fig. 1: Mutual learning framework

The distance used in the calculation of metric loss is
a combination of global and local distances. The global
distance between two images is the L2 distance between
both images. The local distance is calculated by dynam-
ically matching local features from top to bottom. For
two images with local features F = {f1, . . . , fH} and
G = {g1, . . . , gH}, a distance matrix D is generated where
di,j is the distance between the ith vertical part of the first
image and the jth vertical part of the second image. The
local distance is thus the total distance for the shortest
path from (1,1) to (H,H) in matrix D, illustrated in figure
2.
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Fig. 2: Example of local distance calculation by Aligne-
dReID. The black lines show the corresponding alignment
between the two images on the left. The black arrows
show the shortest path in the corresponding matrix D on
the right.

2) OSNet: Unlike most existing ReID frameworks, OS-
Net [3] does not use existing image recognition networks
as its backbone. Its authors argue that image recognition
is a category-level task, while ReID is an instance-level
task that puts local and global features at the same level
of importance. As such, they presented a new backbone
network, OSNet, which is able to learn omni-scale fea-
tures that are more representative than those generated
by image-recognition networks. The OSNet backbone
network’s building block is constructed using T parallel
convolutional streams with different receptive field sizes,
which are then merged with a novel aggregation gate
(AG). Each stream is constructed by stacking t lite 3x3
convolutions, illustrated in figures 3 and 4.

Fig. 3: Lite 3x3 convolution. DW: Depth-Wise.

The backbone network is constructed by stacking the
proposed bottleneck layer by layer without further cus-
tomization.

A main benefit of OSNet is that it can simply be used as
a feature extractor in existing tracking frameworks, while
other frameworks like AlignedReID require the processing
of extracted features before ReID can be carried out.
As such, OSNet can be much more efficient than other

Fig. 4: Proposed bottleneck. AG: Aggregation Gate.

frameworks, paving the way for real-time multi-camera
tracking.

Another benefit of the proposed backbone network is
that the number of trainable parameters is 10 times smaller
than that of ResNet 50, a version of the aforementioned
ResNet [4]. As such, the risk of OSNet overfitting training
data is much smaller than that of ResNet, allowing for
better generalization across unseen test datasets.

3) Re-Ranking: Both AlignedReID and OSNet also
have the option to perform re-ranking using k-reciprocal
encoding [6]. Re-ranking aims to improve the performance
of ReID on the basis that two images are a closer match if
they are within each other’s k-nearest neighbours. Given
a query image q and a gallery set G with N images,
where G = {gi|i = 1, . . . , N}, the k-reciprocal nearest
neighbours of q and gi are the images that appear in both
of their k-nearest neighbours.

The Jaccard distance dj(q, gi) is then calculated as
dj(q, gi) = 1 − |ℜ∗(q,k)∩(ℜ∗(gi,k)|

|ℜ∗(q,k)∪(ℜ∗(gi,k)| , where |ℜ∗(q, k) ∩
(ℜ∗(gi, k)| is the number of k-reciprocal nearest neigh-
bours between q and gi, and |ℜ∗(p, k) ∪ (ℜ∗(gi, k)| is
the total number of unique identities in both sets of k-
nearest neighbours. The final distance after re-ranking is a
weighted combination of the originally calculated distance
and the Jaccard distance.

B. Multi-Object Tracking with FastMOT

FastMOT [1] is a custom single-camera, multi-object
tracker that we intend to extend for multi-camera tracking.
It implements the YOLO detector [7], SSD detector [8],
Deep SORT tracker [9], OSNet [3], KLT tracker [10], and
camera motion compensation.

The YOLO detector or SSD detector is used to draw
bounding boxes of detected tracking targets. The Deep
SORT tracker runs detection and feature extraction se-
quentially, which slows down the tracking. As such, it is
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Fig. 2: Example of local distance calculation by Aligne-
dReID. The black lines show the corresponding alignment
between the two images on the left. The black arrows
show the shortest path in the corresponding matrix D on
the right.

2) OSNet: Unlike most existing ReID frameworks, OS-
Net [3] does not use existing image recognition networks
as its backbone. Its authors argue that image recognition
is a category-level task, while ReID is an instance-level
task that puts local and global features at the same level
of importance. As such, they presented a new backbone
network, OSNet, which is able to learn omni-scale fea-
tures that are more representative than those generated
by image-recognition networks. The OSNet backbone
network’s building block is constructed using T parallel
convolutional streams with different receptive field sizes,
which are then merged with a novel aggregation gate
(AG). Each stream is constructed by stacking t lite 3x3
convolutions, illustrated in figures 3 and 4.

Fig. 3: Lite 3x3 convolution. DW: Depth-Wise.

The backbone network is constructed by stacking the
proposed bottleneck layer by layer without further cus-
tomization.

A main benefit of OSNet is that it can simply be used as
a feature extractor in existing tracking frameworks, while
other frameworks like AlignedReID require the processing
of extracted features before ReID can be carried out.
As such, OSNet can be much more efficient than other

Fig. 4: Proposed bottleneck. AG: Aggregation Gate.

frameworks, paving the way for real-time multi-camera
tracking.

Another benefit of the proposed backbone network is
that the number of trainable parameters is 10 times smaller
than that of ResNet 50, a version of the aforementioned
ResNet [4]. As such, the risk of OSNet overfitting training
data is much smaller than that of ResNet, allowing for
better generalization across unseen test datasets.

3) Re-Ranking: Both AlignedReID and OSNet also
have the option to perform re-ranking using k-reciprocal
encoding [6]. Re-ranking aims to improve the performance
of ReID on the basis that two images are a closer match if
they are within each other’s k-nearest neighbours. Given
a query image q and a gallery set G with N images,
where G = {gi|i = 1, . . . , N}, the k-reciprocal nearest
neighbours of q and gi are the images that appear in both
of their k-nearest neighbours.

The Jaccard distance dj(q, gi) is then calculated as
dj(q, gi) = 1 − |ℜ∗(q,k)∩(ℜ∗(gi,k)|

|ℜ∗(q,k)∪(ℜ∗(gi,k)| , where |ℜ∗(q, k) ∩
(ℜ∗(gi, k)| is the number of k-reciprocal nearest neigh-
bours between q and gi, and |ℜ∗(p, k) ∪ (ℜ∗(gi, k)| is
the total number of unique identities in both sets of k-
nearest neighbours. The final distance after re-ranking is a
weighted combination of the originally calculated distance
and the Jaccard distance.

B. Multi-Object Tracking with FastMOT

FastMOT [1] is a custom single-camera, multi-object
tracker that we intend to extend for multi-camera tracking.
It implements the YOLO detector [7], SSD detector [8],
Deep SORT tracker [9], OSNet [3], KLT tracker [10], and
camera motion compensation.

The YOLO detector or SSD detector is used to draw
bounding boxes of detected tracking targets. The Deep
SORT tracker runs detection and feature extraction se-
quentially, which slows down the tracking. As such, it is

only run every N frames, while the KLT tracker is used
in the frames between to speed up tracking. OSNet is also
only run every N frames as a feature extractor, and to
reidentify identities have exited the camera’s frame and
reappear at another time.

III. TEST RESULTS

This section details the results of testing on both ReID
frameworks, and on FastMOT.

A. Person Re-identification

1) Datasets Used: To test the performance of the ReID
frameworks, two datasets were used.

The first dataset is Market-1501 [11], which consists
of a total of 1501 identities across 32217 images. These
images are taken from 6 cameras, some of which overlap.
They were annotated with the Deformable Parts Model
detector [12]. The dataset was taken outdoors in front of
a campus supermarket, making this an open environment
where each identity is not necessarily present in every
camera. The official training protocol uses 751 identities
across 12939 images for training, and 750 identities across
3368 images as queries and 751 identities across 15913
images as the gallery for testing.

The next dataset is the DukeMTMC-reID dataset [13],
which consists of 1404 identities across 36411 images.
The dataset was collected across 8 cameras, 2 pairs
of which have overlapping views. They were manually
annotated. The official training protocol uses 702 identities
across 16522 images for training, and 702 identities across
2228 images as queries and 702 identities across 17,661
images as the gallery for testing.

2) AlignedReID: To test AlignedReID’s performance,
pre-trained models provided by the code’s author were
tested on both datasets. Figures 5 and 6 show the perfor-
mance of AlignedReID on Market-1501 and DukeMTMC-
reID respectively.

Fig. 5: Test results for AlignedReID on Market-1501
dataset

Fig. 6: Test results for AlignedReID on DukeMTMC-reID
dataset

From the test results, it is clear that re-ranking improved
performance in terms of rank-1 accuracy for both datasets.
Although higher-rank accuracies were not necessarily im-
proved, re-ranking still adds significant value as ReID in
tracking is dependent on the rank-1 accuracy.

3) OSNet: To affirm that the OSNet backbone per-
forms better than its image-recognition counterparts, we
tested the performance of OSNet pre-trained on different
backbones, namely ResNet 50, OSNet, and MobileNetV2
[14]. The ResNet 50 backbone was tested as it is used in
AlignedReID, while MobileNetV2 was also tested as it is a
similarly lightweight network as OSNet, to check if feature
extraction time would be different for each backbone.
Figures 7 and 8 show the performance of each backbone
network with OSNet, on Market-1501 and DukeMTMC-
reID respectively.

Fig. 7: Test results for OSNet with different backbones on
Market-1501 dataset

From both figures, it is clear that the OSNet backbone
outperforms both other backbones by a clear margin,
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Fig. 8: Test results for OSNet with different backbones on
DukeMTMC-reID dataset

and further shows the improvement of rank-1 accuracy
regardless of the backbone used.

4) Comparison Between AlignedReID and OSNet:
Figures 9 and 10 show the comparison between Aligne-
dReID and OSNet’s performance on the Market-1501 and
DukeMTMC-reID respectively.

Fig. 9: Comparison between AlignedReID and OSNet on
Market-1501 dataset

From both figures, it is clear that AlignedReID performs
better than OSNet when ResNet 50 is used as the backbone
network. However, the OSNet backbone still performs
better than both, even before re-ranking.

Figures 11 and 12 show the time taken for feature
extraction against the mean average precision (mAP) for
each framework, for Market-1501 and DukeMTMC-reID
respectively.

From both figures, we can see that OSNet trained on
the OSNet backbone not only performs the best in terms
of mAP, it also takes much less time than AlignedReID.
Although OSNet trained on MobileNetV2 took the least

Fig. 10: Comparison between AlignedReID and OSNet on
DukeMTMC-reID dataset

Fig. 11: Feature extraction time vs mAP, on Market-1501
dataset

time, the time difference with OSNet trained on the OSNet
backbone is too small to justify the decrease in mAP.

As such, OSNet trained with the OSNet backbone is
the best option for implementation of cross-camera multi-
object tracking.

B. Multi-Object Tracking with FastMOT

1) Datasets Used: To test out FastMOT’s performance,
I used open-source video datasets provided by the Swiss
Federal Institute of Technology Lausanne (EPFL) [15],
namely their laboratory sequence and terrace sequence.

The laboratory sequence consists of 4 people walking
around a room for around 2.5 minutes. Identity 3, pointed
out in figure 13, is most often occluded and moves out
of frame once. It best illustrates FastMOT’s ability to
track despite occlusion and re-identify targets that exit and
reappear in a camera’s view.
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and further shows the improvement of rank-1 accuracy
regardless of the backbone used.

4) Comparison Between AlignedReID and OSNet:
Figures 9 and 10 show the comparison between Aligne-
dReID and OSNet’s performance on the Market-1501 and
DukeMTMC-reID respectively.

Fig. 9: Comparison between AlignedReID and OSNet on
Market-1501 dataset

From both figures, it is clear that AlignedReID performs
better than OSNet when ResNet 50 is used as the backbone
network. However, the OSNet backbone still performs
better than both, even before re-ranking.

Figures 11 and 12 show the time taken for feature
extraction against the mean average precision (mAP) for
each framework, for Market-1501 and DukeMTMC-reID
respectively.

From both figures, we can see that OSNet trained on
the OSNet backbone not only performs the best in terms
of mAP, it also takes much less time than AlignedReID.
Although OSNet trained on MobileNetV2 took the least

Fig. 10: Comparison between AlignedReID and OSNet on
DukeMTMC-reID dataset

Fig. 11: Feature extraction time vs mAP, on Market-1501
dataset

time, the time difference with OSNet trained on the OSNet
backbone is too small to justify the decrease in mAP.

As such, OSNet trained with the OSNet backbone is
the best option for implementation of cross-camera multi-
object tracking.

B. Multi-Object Tracking with FastMOT

1) Datasets Used: To test out FastMOT’s performance,
I used open-source video datasets provided by the Swiss
Federal Institute of Technology Lausanne (EPFL) [15],
namely their laboratory sequence and terrace sequence.

The laboratory sequence consists of 4 people walking
around a room for around 2.5 minutes. Identity 3, pointed
out in figure 13, is most often occluded and moves out
of frame once. It best illustrates FastMOT’s ability to
track despite occlusion and re-identify targets that exit and
reappear in a camera’s view.

Fig. 12: Feature extraction time vs mAP, on DukeMTMC-
reID dataset

The terrace sequence consists of 9 people walking
around a terrace for around 2.5 minutes. Identity 2, pointed
out in figure 14, walks out of frame once. It best illustrates
FastMOT’s ability to re-identify targets that exit and
reappear in a camera’s view.

Fig. 13: Example of laboratory sequence

Fig. 14: Example of terrace sequence

2) Test Results for FastMOT: Figure 15 shows identity
3 walking behind identity 1 and continuing to get tracked
afterwards. This shows FastMOT’s ability to track targets
despite occlusion.

Fig. 15: FastMOT continuing to track despite occlusion

Figures 16 and 17 show FastMOT’s ability to re-identify
and continue tracking identities that leave the camera’s
frame and reappear at another time.

In figure 16, identity 3 from the laboratory sequence
steps out of frame and reappears, and FastMOT is able to
correctly re-identify him and continue tracking.

Fig. 16: FastMOT re-identifying targets with laboratory
sequence

Fig. 17: FastMOT re-identifying targets with terrace se-
quence

3) Conclusion on FastMOT: FastMOT is a suitable
baseline single-camera multi-object tracker to extend to
a multi-camera use case as it is able to track targets with
a high level of consistency. More importantly, it was able
to track at 59 FPS on a laptop fitted with an Intel i7 CPU
and RTX 3080Ti mobile GPU, and achieved tracking at
15 FPS on an Nvidia Jetson Xavier NX. Its ability to
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perform tracking on an Nvidia Jetson Xavier NX makes
it promising for the end-goal of performing multi-camera
tracking on mobile robotic platforms.

IV. METHODOLOGY FOR FUTURE WORK

With a suitable ReID framework and single-camera
multi-object tracker chosen, the next step our work is to
perform implementation. Currently, FastMOT is able to
take in single camera streams for tracking, and already
uses ReID to re-identify targets that reappear in the camera
at a later time. Our intention is to extend FastMOT to take
in multiple camera input streams, and to share extracted
features of targets that may have disappeared from one
camera’s view, and reappeared in another camera.

V. CONCLUSION

This paper proposes a basis for developing a deep
learning-based extension of a mobile single-camera multi-
object tracker to a multi-camera use-case using an efficient
person re-identification framework.
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Abstract—Trained convolutional neural networks
(CNNs) are among the leading tools used for the automatic
classification of images. They are nevertheless exposed to
attacks: Given an input clean image classified by a CNN
in a category, carefully designed adversarial images may
lead CNNs to erroneous classifications, although humans
would still classify "correctly" the constructed adversarial
images in the same category as the input image. Currently
most attacks are performed in the image input size
domain of the considered CNN, which is usually small.
However, due to privacy concerns with personal images
on social media, there is a demand for generating large
adversarial images that preserve the visual information
of original images with the highest possible quality, while
preventing automatic tracking and personal identification.
Creating large-size adversarial images is difficult due
to speed, adversity, and visual quality challenges, in
particular if a requirement on adversarial images is the
inability for humans to notice any difference between them
and the original clean images. This paper describes the
zone-of-interest generic strategy that aims at increasing
drastically the efficiency of any type of attack (white-box
or black-box, untargeted or targeted) and any specific
attack (FGSM, PGD, BIM, SimBA, AdvGAN, EA-based
attacks, etc.) on CNNs. Instead of exploring the full image
size, the strategy identifies zones on which to focus the
attacks. Although applying to any image size, the strategy
is especially valuable for large high-resolution images. This
strategy can be combined with other generic approaches,
like the noise blowing-up method, to further improve
attacks’ performances.

Index Terms—Black-box attack; Convolutional Neu-
ral Network; High resolution adversarial image; Noise
Blowing-Up method.

I. INTRODUCTION

In today’s society, images, more specifically the
information they contain, are used for a large and
increasing series of applications and usages, ranging
from self-driving cars to face recognition, security

access, medical diagnosis, satellite vision, etc. Their
profusion and their usage in numerous applications
have led to the development of tools to automatically
process these images in a reliable way. Since some
years, trained convolutional neural networks (CNNs)
have been widely used for such tasks [9], [12], [20],
[22], [26]. Given an image I, a CNN provides an
output vector o(I) of fixed length ℓ, where ℓ is the
number of categories in which the CNN is trained to
sort images. Each component of the output vector is a
real number 0 ≤ o(I)[i] ≤ 1, while their sum satisfies∑ℓ

i=1 o(I)[i] = 1. The label value o(I)[i] measures the
plausibility, conferred by the CNN, that I belongs to
the ith category. The CNN classifies I in the dominating
category, namely the category for which the label value
dominates all others.

However, CNNs are not foolproof. More: They can
be misled, and may misclassify images constructed
by specifically designed adversarial attacks. The
consequences of these attacks can be catastrophic,
say in the context of self-driving cars or of medical
images for instance. A contrario, attacks may also be in
people’s interest. They may improve people’s privacy,
for instance by preserving individuals’ identities and
limiting individual’s automatic tracking despite the fact
that pictures of their faces (at least) appear on social
media.

Attacks against CNNs are usually classified according
to the knowledge about the CNN given to the attacker.
Schematically, they range from white-box attacks
(see e.g. [3], [23]), where the attacker has complete
knowledge about the CNN to attack (number and type
of layers, weights, parameters, etc.), up to the most
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challenging black-box attacks ( [7], [11]), where the
attacker has no knowledge at all about the concerned
CNN, apart from getting its output vector classification
for images he sends.

Attacks are deployed according to predefined
scenarios. For instance, given a CNN and an input clean
image A classified by the CNN in ca, the attacker in
the target scenario chooses a specific category ct ̸= ca
a priori, and then modifies A to create an adversarial
image D that the CNN classifies in ct. In the untarget
scenario, the adversarial image D is expected to be
classified by the CNN in any category c, whatever c
may be as long as c ̸= ca.

Deceiving the CNN is not enough. One also expects
the adversarial image D to be so close to the clean
input image A for a human eye, that a human would
still classify D in ca or, even better, would not be able
to see any difference between D and A.

Finally, trained CNNs natively handle images of
small or moderate size, for instance 32 × 32 for those
trained on CIFAR-10 [14], or 224 × 224 for those
trained on ImageNet [5]. If a trained CNN is given an
image I of a different size than its input size (to be
referred to as an image in the R domain), then it resizes
it thanks to a resizing function ρ and then processes
ρ(I). This applies in particular when CNNs are exposed
to high-resolution (HR) images (to be referred to as
images in the H domain). In this context, attacks usually
address images in the resized R domain and not in the
original H domain. The reason is that attacking images
directly in the H domain leads to three challenges
regarding speed, adversity survival after resizing by ρ,
and visual quality. Firstly, the complexity of the creation
of adversarial images grows quadratically with the size
of the images, hence attacking directly HR images
may lead nowhere even after a long time (experiences
performed on some attacks confirmed this statement).
Secondly, a potentially adversarial noise created in the
H domain may lose its adversity feature once the image
is downsized with ρ to fit the CNN’s input size. Finally,
the noise introduced in the H domain should remain
unnoticeable for a human, while keeping its adversity
once the image is reduced.

The paper presents a strategy (Section II) aiming at
significantly improving the construction of adversarial
images against CNNs, such that a human is unable to
notice any difference between the adversarial image and
the original clean image. A key feature of the strategy is
that it works above any existing attack. By this, we mean
that the strategy applies generically to any white-box or
black-box attack (like e.g. [3], [7], [11], [23]), whether
it is for the target or for the untargeted scenario. The
strategy requires the existence of techniques, satisfying
some concrete criteria given in Section II, whose aim

is to "draw" explicitly the relevant zones of interest.
Section III provides a promising candidate for such a
technique. Section IV sketches the design of a series
of experiments sustaining the strategy. Combined with
other generic methods (in particular [16]), Section IV
also indicates how the proposed method is likely to lead
to the construction of adversarial noise in the H domain,
solving efficiently the speed, adversity "survival" and
visual quality issues already raised, and that are crucial
for large images. Finally, Section V concludes this paper.

For brevity, the paper mainly focuses on black-box
attacks for the target scenario. Note that they are the most
demanding attacks for the most demanding scenario.

II. THE ZONE-OF-INTEREST STRATEGY

Let C be a trained CNN that classifies images into ℓ
categories c1, · · · , cℓ. Even in the context of a black-box
attack, where an attacker has no insider knowledge
about C, the attacker nevertheless knows the output
classification oC(I) vector of C for any input image I
(or the potentially resized image ρ(I) if needed).

Given a clean image, a black-box targeted attack
essentially explores the image size space. The attacker
aims to create an adversarial image by inserting into the
clean image some appropriate adversarial noise via a
trial and error process. Moreover, the introduced noise
should be unnoticeable for a human eye (this non-trivial
condition is for instance not satisfied by attacks like
[13], [19], [21], [29]). Depending on the nature of the
attack, and on the search space size, the trial and error
process may be very time-consuming. It is a fortiori
very time-consuming if the situation concerns HR
images, and if the aim of the attacker is to create the
adversarial noise directly in the H domain.

The attack’s efficiency would obviously benefit from
knowing how the CNN makes its decisions. However,
this expectation is by definition unlikely to occur for
black-box attacks (explainable AI can not be taken
for granted in this particular situation). Instead, a
more realistic request would be to have the ability to
select zones of the image satisfying two conditions:
1) focusing the attack’s efforts on these zones has
a high adversarial impact; 2) finding their location
remains compatible with the fact that the considered
attack is black-box. The difficulty is clearly that C does
not usually "leak" this crucial information to the attacker.

Nevertheless, let us assume that we have a fast
technique T (see III for a candidate, and V for
potential alternatives) that detects which image parts
are likely to be the most significant for C’s outputs and
classifications, without requiring any insider knowledge
about C. Since from the attacker’s point of view, C is
perceived as a black-box handling complete images, the
technique T should instead handle sub-parts of images,
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challenging black-box attacks ( [7], [11]), where the
attacker has no knowledge at all about the concerned
CNN, apart from getting its output vector classification
for images he sends.

Attacks are deployed according to predefined
scenarios. For instance, given a CNN and an input clean
image A classified by the CNN in ca, the attacker in
the target scenario chooses a specific category ct ̸= ca
a priori, and then modifies A to create an adversarial
image D that the CNN classifies in ct. In the untarget
scenario, the adversarial image D is expected to be
classified by the CNN in any category c, whatever c
may be as long as c ̸= ca.

Deceiving the CNN is not enough. One also expects
the adversarial image D to be so close to the clean
input image A for a human eye, that a human would
still classify D in ca or, even better, would not be able
to see any difference between D and A.

Finally, trained CNNs natively handle images of
small or moderate size, for instance 32 × 32 for those
trained on CIFAR-10 [14], or 224 × 224 for those
trained on ImageNet [5]. If a trained CNN is given an
image I of a different size than its input size (to be
referred to as an image in the R domain), then it resizes
it thanks to a resizing function ρ and then processes
ρ(I). This applies in particular when CNNs are exposed
to high-resolution (HR) images (to be referred to as
images in the H domain). In this context, attacks usually
address images in the resized R domain and not in the
original H domain. The reason is that attacking images
directly in the H domain leads to three challenges
regarding speed, adversity survival after resizing by ρ,
and visual quality. Firstly, the complexity of the creation
of adversarial images grows quadratically with the size
of the images, hence attacking directly HR images
may lead nowhere even after a long time (experiences
performed on some attacks confirmed this statement).
Secondly, a potentially adversarial noise created in the
H domain may lose its adversity feature once the image
is downsized with ρ to fit the CNN’s input size. Finally,
the noise introduced in the H domain should remain
unnoticeable for a human, while keeping its adversity
once the image is reduced.

The paper presents a strategy (Section II) aiming at
significantly improving the construction of adversarial
images against CNNs, such that a human is unable to
notice any difference between the adversarial image and
the original clean image. A key feature of the strategy is
that it works above any existing attack. By this, we mean
that the strategy applies generically to any white-box or
black-box attack (like e.g. [3], [7], [11], [23]), whether
it is for the target or for the untargeted scenario. The
strategy requires the existence of techniques, satisfying
some concrete criteria given in Section II, whose aim

is to "draw" explicitly the relevant zones of interest.
Section III provides a promising candidate for such a
technique. Section IV sketches the design of a series
of experiments sustaining the strategy. Combined with
other generic methods (in particular [16]), Section IV
also indicates how the proposed method is likely to lead
to the construction of adversarial noise in the H domain,
solving efficiently the speed, adversity "survival" and
visual quality issues already raised, and that are crucial
for large images. Finally, Section V concludes this paper.

For brevity, the paper mainly focuses on black-box
attacks for the target scenario. Note that they are the most
demanding attacks for the most demanding scenario.

II. THE ZONE-OF-INTEREST STRATEGY

Let C be a trained CNN that classifies images into ℓ
categories c1, · · · , cℓ. Even in the context of a black-box
attack, where an attacker has no insider knowledge
about C, the attacker nevertheless knows the output
classification oC(I) vector of C for any input image I
(or the potentially resized image ρ(I) if needed).

Given a clean image, a black-box targeted attack
essentially explores the image size space. The attacker
aims to create an adversarial image by inserting into the
clean image some appropriate adversarial noise via a
trial and error process. Moreover, the introduced noise
should be unnoticeable for a human eye (this non-trivial
condition is for instance not satisfied by attacks like
[13], [19], [21], [29]). Depending on the nature of the
attack, and on the search space size, the trial and error
process may be very time-consuming. It is a fortiori
very time-consuming if the situation concerns HR
images, and if the aim of the attacker is to create the
adversarial noise directly in the H domain.

The attack’s efficiency would obviously benefit from
knowing how the CNN makes its decisions. However,
this expectation is by definition unlikely to occur for
black-box attacks (explainable AI can not be taken
for granted in this particular situation). Instead, a
more realistic request would be to have the ability to
select zones of the image satisfying two conditions:
1) focusing the attack’s efforts on these zones has
a high adversarial impact; 2) finding their location
remains compatible with the fact that the considered
attack is black-box. The difficulty is clearly that C does
not usually "leak" this crucial information to the attacker.

Nevertheless, let us assume that we have a fast
technique T (see III for a candidate, and V for
potential alternatives) that detects which image parts
are likely to be the most significant for C’s outputs and
classifications, without requiring any insider knowledge
about C. Since from the attacker’s point of view, C is
perceived as a black-box handling complete images, the
technique T should instead handle sub-parts of images,

and be independent of C.

In this regard, a highly convenient situation is when T
provides an intrinsic (i.e. which does not dependent on
the considered CNN) assessment of the distribution of
each individual pixel’s contribution of the input image I
to any pre-selected category cz among the ℓ categories
(even if this assessment may require information from
pixels located in the immediate neighborhood of the
considered pixel, provided the size of this neighborhood
remains limited as compared to the full image size).
In this case, instead of exploring the full image space,
the attacker can focus on the limited zones of interest
predicted by T . The search space would then be
drastically reduced, and so would be the time required
by the attack, as explained now.

The zone-of-interest strategy for a black-box targeted
attack atk proceeds as follows:

Input: let A be a clean image (to simplify for
the time being, let us assume that the size h × w
of A coincides with C’s input size, even if the
paper emphasizes the relevance of the strategy for HR
adversarial images) classified by C in ca, and let ct ̸= ca.

Step 1: Run T on A, and retrieve, for each pixel
pij(A) (1 ≤ i ≤ h, 1 ≤ j ≤ w), an output vector
oT (pij(A)) of length ℓ.

Step 2: Fix real values 0 < xa, xt ≤ 100. Sort the set
{oT (pij(A))} by increasing ca-label values, and create
the subset Top(A, ca, xa) of pixels pij(A) that belong
to the top xa% of the sorted set. Mutatis mutandis,
create the set Top(A, ct, xt).

Step 3: Fix thickness values ϵa, ϵt, and remoteness
values δa, δt. Construct connected components around
the pixels that belong to Top(A, ca, xa) and that are
relatively close one to the other (namely of distance
≤ δa), encapsulating all pixels, located around those of
Top(A, ca, xa) selected as before, at a distance ≤ ϵa
(even if the newly encapsulated pixels ̸∈ Top(A, ca, xa)).
Construct the set of pixels Zca(A, xa) as the union
of the disjoint connected components obtained as
described. Proceed similarly mutatis mutandis for
Top(A, ct, xt), and create Zct(A, xt). Zca(A, xa) and
Zct(A, xt) are the zones of interest.

Step 4: Perform atk on A such that 1) pixels located
outside Zca(A, xa) and Zct(A, xt) are untouched;
2) atk aims at pushing down the contribution of
the pixels of Zca(A, xa) to the ca-label value of
the adversarial images it creates; 3) atk aims at
pushing up the contribution of the pixels of Zct(A, xt)
to the ct-label values of the adversarial images it creates.

Step 5: If the image D obtained at the end of Step
4 is adversarial, then output D. Otherwise, enlarge the

values of xa, xt in Step 2, and modify the values of
ϵa, ϵt, δa, δt in Step 3, until a satisfying adversarial
image is created in Step 4 or any other stop condition
is satisfied.

Let us list a series of remarks that clarify the
different steps of the zone-of-interest strategy, give an
interpretation of their aims, or provide variants that the
user may consider.

1) The proportion of pixels that belong to
Top(A, ca, xa) or to Top(A, ct, xt) may vary greatly
with xa, xt; this proportion of pixels may be significantly
different from the selected percentages xa% and xt%.
Anyway, it is likely that the portion of the image
relevant for ca or ct will be minimal as compared to the
size of the whole image.
2) In Step 3, one "draws" an area around the pixels
contributing to Top(A, ca, xa), and another area around
those contributing to Top(A, ct, xt). The collection of
these drawings is Zca(A, xa), Zct(A, xt). See Figure
1 for a representation of Zca(A, xa). One by-product
of doing so is that the modifications, performed by
the attack as described in Step 4, are spread around
the significant pixels: They affect Zca(A, xa) and
not merely the smaller Top(A, ca, xa) (respectively
Zct(A, xt) and Top(A, ct, xt)). They are hence less
likely to be noticeable to a human eye as would be the
modification of isolated pixels as for instance in [13],
[19], [21], [29].

P3

ϵa

P4
ϵa

P1

P2

≤ δa

ϵa

P5

P6

P7

P8

Fig. 1: Pixels P1, P2, P3, P4 ∈ Top(A, ca, xa). The zone
of interest Zca(A, xa) is the set of all pixels within the
union of the dashed zones. P5, P6, P7, P8 are examples
of pixels ̸∈ Zca(A, xa).

3) In Step 3, note that in the case of pixels con-
tributing, say, to Top(A, ca, xa), and that are "isolated",
namely such that there is no other pixel of Top(A, ca, xa)
at a distance ≤ δa, the connected component contributing
to Zca(A, xa) is simply a disk centered on the isolated
pixel, and of radius ϵa (more exactly, it is the intersection
of this disk with the image A, as represented for the
pixels P3 and P4 in Figure 1). Note that one may have
kept uniformly this approach of disks around points of
Top(A, ca, xa) instead of taking into account the prox-
imity (measured by the distance ≤ δa) for the drawing
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of the connected component around close enough pixels
belonging to Top(A, ca, xa).
4) It may happen that the processes 1) and 2) in Step
4 are enough to lead C to a misclassification of the
image obtained, hence creating a successful attack for
the untarget scenario.
5) The strategy leaves a lot of flexibility to the user.
Depending on the situation, it may be wise to start with
values xa = xt = 10, provided the sets Top(A, ca, xa)
and Top(A, ct, xt) are large enough as compared to the
total number of pixels of the full image A. Indeed, if
they are too small, the modifications created by atk may
become visible to a human eye, what we want to avoid.
The freedom to choose the thickness and the remoteness
values also contributes greatly to the method’s elasticity.
6) Different attacks may jointly benefit from Steps 1, 2,
and 3 performed on the same clean image.
7) The technique T should be fast. Indeed, since it comes
in addition to the attack atk, using the zone-of-interest
strategy should provide an advantage as compared to not
using it. Consequently, this strategy probably pays off
when the considered images (and the search space) are
relatively large, say at least 224× 224. Its advantage is
surely substantial when it comes to HR images.

III. BAGNET

A key component of the strategy is the availability of
a technique T fulfilling the criteria given in Section II.
A promising candidate is provided by BagNet [2].

BagNet is closely related to bag-of-feature (BoF)
models, a technique frequently used before deep learning
emerged. An interesting feature of the BoF model is
its transparency in decision-making: One can check
quite precisely which features of the image correspond
to a certain category. BagNet relies on sliding square
windows of predefined sizes. These sliding windows,
centered on pixels, move across the complete image
and collect local information. Bagnet processes this
information, and provides, for each pixel of the image, a
classification output vector according to the ℓ categories.

Once this process is done, one can select any of
the ℓ possible categories, and compute a heat map
according to this selected category. These heat maps
highlight category-specific image regions. Figure 2
gives examples of heatmaps created from BagNet with
windows of size 9× 9, 17× 17, and 33× 33 pixels.

In particular, given two categories ca and ct, and a
clean image A classified by a CNN in ca, one can
run BagNet on A, and then construct the heatmap of
the image A according to ca on the one hand, and the
heatmap according to ct on the other hand. The zones of
interest Zca(A, xa) and Zct(A, xt), referred to in Step 3
of the strategy described in Section II, would be deduced
from the outcomes of these heatmaps.

Fig. 2: Heatmaps from BagNets showing which image
parts contributed to CNN’s decision [2].

IV. SUSTAINING THE STRATEGY: FUTURE
EXPERIMENTS

To sustain the zone-of-interest strategy, a substantial
experimental phase is needed. This section outlines
the design of a series of planned experiments to
be implemented using Python 3.8 [27] with NumPy
1.17 [18], TensorFlow 2.4 [1], Keras 2.2 [4], and Scikit
0.24 [28] libraries.

Firstly, the strategy will be tested with at least
the following 10 state-of-the-art CNNs trained on
ImageNet: C1 = DenseNet121 [12], C2 = DenseNet169
[12], C3 = DenseNet201 [12], C4 = MobileNet [10],
C5 = NASNetMobile [31], C6 = ResNet50 [9], C7 =
ResNet101 [9], C8 = ResNet152 [9], C9 = VGG16 [20],
and C10 = VGG19 [20].

Secondly, at least 100 clean images of size 224×224,
and of high resolution will be considered.

Thirdly, an optimal size for the sliding window of
BagNet will be computed according to the size of
the input clean images: 224 × 224 images may need
one window size and larger (in particular HR) images
another. Alternative techniques to BagNet will be
considered (for instance CAM [30], used for medical
applications; note that this technique may be adapted
rather for white-box attacks though).

Fourthly, the strategy will be performed for a
wide series of attacks including FGSM [6], PGD Inf,
PGD L2 [17], BIM [15], SimBA [8], AdvGAN [24],
evolutionary-algorithm based attacks [25], either for
the targeted or for the untargeted scenarios. These
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of the connected component around close enough pixels
belonging to Top(A, ca, xa).
4) It may happen that the processes 1) and 2) in Step
4 are enough to lead C to a misclassification of the
image obtained, hence creating a successful attack for
the untarget scenario.
5) The strategy leaves a lot of flexibility to the user.
Depending on the situation, it may be wise to start with
values xa = xt = 10, provided the sets Top(A, ca, xa)
and Top(A, ct, xt) are large enough as compared to the
total number of pixels of the full image A. Indeed, if
they are too small, the modifications created by atk may
become visible to a human eye, what we want to avoid.
The freedom to choose the thickness and the remoteness
values also contributes greatly to the method’s elasticity.
6) Different attacks may jointly benefit from Steps 1, 2,
and 3 performed on the same clean image.
7) The technique T should be fast. Indeed, since it comes
in addition to the attack atk, using the zone-of-interest
strategy should provide an advantage as compared to not
using it. Consequently, this strategy probably pays off
when the considered images (and the search space) are
relatively large, say at least 224× 224. Its advantage is
surely substantial when it comes to HR images.

III. BAGNET

A key component of the strategy is the availability of
a technique T fulfilling the criteria given in Section II.
A promising candidate is provided by BagNet [2].

BagNet is closely related to bag-of-feature (BoF)
models, a technique frequently used before deep learning
emerged. An interesting feature of the BoF model is
its transparency in decision-making: One can check
quite precisely which features of the image correspond
to a certain category. BagNet relies on sliding square
windows of predefined sizes. These sliding windows,
centered on pixels, move across the complete image
and collect local information. Bagnet processes this
information, and provides, for each pixel of the image, a
classification output vector according to the ℓ categories.

Once this process is done, one can select any of
the ℓ possible categories, and compute a heat map
according to this selected category. These heat maps
highlight category-specific image regions. Figure 2
gives examples of heatmaps created from BagNet with
windows of size 9× 9, 17× 17, and 33× 33 pixels.

In particular, given two categories ca and ct, and a
clean image A classified by a CNN in ca, one can
run BagNet on A, and then construct the heatmap of
the image A according to ca on the one hand, and the
heatmap according to ct on the other hand. The zones of
interest Zca(A, xa) and Zct(A, xt), referred to in Step 3
of the strategy described in Section II, would be deduced
from the outcomes of these heatmaps.

Fig. 2: Heatmaps from BagNets showing which image
parts contributed to CNN’s decision [2].

IV. SUSTAINING THE STRATEGY: FUTURE
EXPERIMENTS

To sustain the zone-of-interest strategy, a substantial
experimental phase is needed. This section outlines
the design of a series of planned experiments to
be implemented using Python 3.8 [27] with NumPy
1.17 [18], TensorFlow 2.4 [1], Keras 2.2 [4], and Scikit
0.24 [28] libraries.

Firstly, the strategy will be tested with at least
the following 10 state-of-the-art CNNs trained on
ImageNet: C1 = DenseNet121 [12], C2 = DenseNet169
[12], C3 = DenseNet201 [12], C4 = MobileNet [10],
C5 = NASNetMobile [31], C6 = ResNet50 [9], C7 =
ResNet101 [9], C8 = ResNet152 [9], C9 = VGG16 [20],
and C10 = VGG19 [20].

Secondly, at least 100 clean images of size 224×224,
and of high resolution will be considered.

Thirdly, an optimal size for the sliding window of
BagNet will be computed according to the size of
the input clean images: 224 × 224 images may need
one window size and larger (in particular HR) images
another. Alternative techniques to BagNet will be
considered (for instance CAM [30], used for medical
applications; note that this technique may be adapted
rather for white-box attacks though).

Fourthly, the strategy will be performed for a
wide series of attacks including FGSM [6], PGD Inf,
PGD L2 [17], BIM [15], SimBA [8], AdvGAN [24],
evolutionary-algorithm based attacks [25], either for
the targeted or for the untargeted scenarios. These

experiments will initially take place in the R domain.

Lastly for high-resolution images, the zone-of-interest
strategy will be combined with the generic noise-
blowing up method [16]. In a nutshell, this method
(represented in Fig 3), extracts the adversarial noise N
created in the R domain by an attack atk, and blows
it up to the H domain. This blown-up noise is then
added to the original HR clean image Ahr

a , resulting in
a tentative adversarial image in the H domain.

Fig. 3: Scheme of the noise blowing-up method [16]

Combining generic strategies, working for any attack
and any scenario, obviously presents many advantages.
In the particular case of the joint efforts of the zone-of-
interest strategy and of the noise blowing-up method,
one can furthermore consider many refinements. For
instance, in the case where the attack atk relies on
some randomness (like e.g. for evolutionary-based
attacks), instead of blowing-up a "strong" adversarial
noise obtained essentially by one substantial attack
round, the attacker may opt for blowing up successive
layers of "moderate" although focused noise obtained by
successive lighter attack rounds. Due to the randomness
of the attack, although the successive attacks operate
in the same zones of interest, the resulting adversarial
noises will differ. While none of the moderate blown-up
adversarial noise would be enough to construct the
required HR adversarial image, their cooperation may.
Said otherwise, adding moderate blown-up adversarial
noise layers, one by one, to the original clean image
until an efficient adversarial high-resolution image is
obtained may prove more efficient than adding only
once a strong blown-up adversarial noise.

Comparisons in terms of speed, adversity, and visual
quality will be performed all along this series of exper-
iments.

V. CONCLUSION

This paper outlines a new strategy for the efficient cre-
ation of adversarial images against CNNs. This strategy,
described as an explicit algorithm, defines mathemati-
cally the concept of zones of interest relevant for CNNs
classifications, and the elasticity of these zones according
to concrete parameters. The strategy recommends that
attacks, aiming at the creation of adversarial images
deceiving CNNs at image recognition, focus on the zones

of interest, and explains how to proceed in practice. A
key feature of the strategy is that it generically applies
to any type of attack – black-box or white box, targeted
or untargeted –, to any concrete attack (including for
instance but not limited to [6], [8], [15], [17], [24],
[25]), and to images of any size. Although the zone-
of-interest strategy applies to images of arbitrary size,
it was conceived to address the particularly challenging
issue of the fast creation of high-resolution adversarial
images, indistinguishable by a human from the input
clean image. An advantage of the zone-of-interest strat-
egy is that, due to its generic nature, it can be com-
bined with other equally generic methods. In particular,
combining the zone-of-interest strategy with the recent
noise blowing-up algorithm [16] may reduce drastically
the time required by any attack to create adversarial
images, especially high-resolution images. Finally, the
paper describes the design of a precise experimental path
to sustain the strategy.
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Abstract—The rapid development of technology has impacted
various sectors, including education. These developments have
enabled e-Learning to thrive, especially during the Covid-19
pandemic. Evaluating student performance and understanding
in e-Learning is typically done through quizzes. However, these
evaluations, especially in essay grading, still require manual
effort. This can lead to exhaustion and introduce bias and
inconsistency into the scoring process. To address this issue,
one possible solution is to develop an automated short-answer
grading system. This research explores large language model
that has a general understanding of language. This model is
then subjected to a finetuning process. Specifically, this study
employs BERT model, with contrastive learning method to
develop an automated short-answer scoring system and compare
its performance with similar systems. The model is composed of
two components, namely the model body which utilizes BERT
variation and the model head which employs logistic regression.
The model body is structured in a siamese architecture. The
results demonstrate an improvement in model performance of
BERT model with constrastive learning. When compared to the
pretrained BERT and BERT with cosine similarity finetuning,
the reduction in prediction MAE is 21.72% and 9.90%, while for
the RMSE metric, it is 17.79% and 13.80%. The transformers-
based model with contrastive learning achieves metrics of 0.191
for MAE and 0.231 for RMSE. These findings indicate the po-
tential of using the contrastive learning method in transformers
models to develop an automated short-answer scoring system.

Index Terms—contrastive learning, transformers, automated
short answer grading, e-Learning, large language model

I. INTRODUCTION

Information technology advancements, notably e-
Learning, delivered via the Internet, have significantly
impacted education across various sectors [1]. The
widespread adoption of e-Learning in both formal and
informal educational settings reflects its benefits against

*Corresponding author. Email: syukron.abu@ugm.ac.id.

traditional learning method, including flexibility, student-
centered learning, collaboration, cost-effectiveness, and
tailored learning options [2], [3].

The importance of adopting e-Learning in educational
institutions has grown due to the Covid-19 pandemic. E-
Learning helps schools continue teaching when face-to-face
classes aren’t possible [4]. This approach benefits teachers
and students by making learning materials accessible, infor-
mation dissemination effective, and assignments manageable
[5] [6].

In the evolving education landscape, the fusion of deep
learning and Learning Analytics (LA) has ignited a transfor-
mation. Deep learning’s data analysis and pattern recognition,
combined with LA’s contextual insights, hold promise for
enhancing education, including Intelligent Tutoring Systems
(ITS) to automated grading [7]. A notable example is au-
tomated grading, where deep learning algorithms efficiently
assess student work.

In e-Learning, assessing student progress usually involves
assignments and quizzes, including essays. Manual essay
grading can exhaust teachers, leading to biased evaluations
and inconsistent results [8]. This fatigue also affects students,
diminishing their perception of teacher support and impacting
academic performance [9], [10].

One way to address the manual grading issue, particularly
for short answer essays, is by using an Automated Short
Answer Grading (ASAG) system. Several ASAG systems
have been developed, such as Intelligent Essay Assessor
(IEA), Project Essay Grade (PEG), and E-Rater. However,
these systems have their respective weaknesses and are
considered to no longer meet future needs [11].

Advancements in natural language processing (NLP) re-
search, particularly in text similarity, provide opportunities
for leveraging NLP techniques as a solution for ASAG

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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development. Moreover, models developed to tackle NLP
problems are rapidly evolving. Transformers are state-of-the-
art neural network models specifically designed to address
natural language processing challenges [12]. Transformers
can be used to obtain semantic similarity between two
documents, considering not only the sentences or words
composing the text but also the context of each document.

This research explores the application of contrastive learn-
ing methods and the use of transformer models to develop
ASAG in e-Learning. The grading will be based on the
extracted feature from the combination of embedding that
represents the teacher’s answer key and the student’s answer.
This research aims to examine the influence of contrastive
learning methods on the performance of transformer models
in predicting students’ answer scores, which serve as the
basis for automated grading, in comparison to previous
methods.

II. RELATED WORKS

Several studies on automated essay grading systems have
explored various methods, both traditional and modern ones,
including machine learning. Previous research has explored
the usage of text distance-based ASAG for the Indonesian
language [13] [14]. This research mainly explored the use
of TF-IDF to create vector representations with different
weights based on how often a word shows up on a document.
The score is then determined by the cosine similarity or
Jaccard similarity between the teacher’s key answer and
the student’s answer. The result of these text distance-based
ASAGs has not been able to compete with human scoring.
It also showed the need to also explore answer semantics,
instead of relying only on lexical.

Further development of ASAG used text representation,
such as the use of latent semantic analysis (LSA) [15] [16]
and transformers models [17] [18] [19]. Ratna et al. [15]
combined LSA and SVM, where SVM was used to filter and
classify the topics of students’ answers and then compared
to the teacher’s key answers. This research employs LSA to
create a document matrix and TF-IDF to construct the vector
representation. This document matrix is then used to calculate
similarity. Citawan et al. [16] employed similar usage of
LSA to calculate similarity but combined it with the n-gram
feature.

Transformers-based ASAG used BERT models to create an
embedding representation of both teacher’s key answers and
the student’s answers. These embeddings are then fed into
a regression layer to predict the student’s answers. BERT-
based ASAG used sentence embedding that was generated
by feeding token embedding into a pooling layer to achieve
better performance [17] [19]. Haidar and Purwarianti [17]
experimented with various BERT variations and features used
by the regression layer. This research showed the best result
by using ’bert-base-multilingual-cased’. The features used to
obtain the best performance in this research were the combi-
nation of teacher’s key answers embedding, student’s answers
embedding, the absolute difference between embedding, and
element-wise multiplication between embedding. Salim et al.

[18] compared the performance between the ridge regression
model and the BERT model for the ASAG task and showed
that the BERT model has superior performance compared to
the ridge regression model.

Various research also showed better performance by using
a transformers-based model to compare text or document
similarity. Peinelt, Nguyen, and Liakata [20] used BERT that
combined topic modeling to achieve better performance in
binary classification based on text similarity. This research
showed that text topics serve as additional information for
the model, especially in domain-specific cases. Mutinda et al.
[21] experimented with BERT to compare Japanese medical
documents and showed a high Pearson correlation score.

In conclusion, various approaches have been used to
develop ASAG for the Indonesian language, both using text-
distance and text-representation methods. These researches
also showed an improvement going from text distance to the
text-representation method. Other research also showed the
usage of a transformers-based model to calculate the simi-
larity between documents that are able to achieve superior
performance compared to the previous method. This opened
the possibility of choosing a transformers-based method
for ASAG and improving it further. This research aims to
improve the current transformers-based ASAG by using the
contrastive learning method.

III. DATASET

The dataset used in this research is a question-and-answer
dataset utilized in the previous research conducted by Haidir
and Purwarianti [17]. This dataset consists of two types of
questions: Science and Technology (Saintek) and Social and
Humanities (Soshum). The dataset is divided into two sets: a
train set consisting of 30 questions and a test set consisting
of 6 questions, with a total of 7605 and 1560 rows of
answers for each set, respectively. Scoring was conducted
by experts in each domain, with scores ranging from 0 to
5. In the following section, this dataset is then referred to
as the Saintek-Soshum dataset. The Saintek-Soshum dataset
is obtained through NusaCrowd [22], an open-source NLP
platform for Indonesian language.

IV. PROPOSED METHOD

A. Model Architecture

The architecture of the model used in this research consists
of two components: the model body, which is a BERT model
used to generate sentence embeddings, and the model head,
which is a logistic regression model that produces scores or
values based on the features generated by the model body.
The model architecture used in this research is shown in
Fig 1.

The input to the model is the student’s answer and the
teacher’s answer key, and the output is the predicted score.
The input undergoes tokenization before entering the model
body, which then generates token embeddings for each token
of the input. The model body is structured in a Siamese
architecture, meaning that the model body is used to generate
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development. Moreover, models developed to tackle NLP
problems are rapidly evolving. Transformers are state-of-the-
art neural network models specifically designed to address
natural language processing challenges [12]. Transformers
can be used to obtain semantic similarity between two
documents, considering not only the sentences or words
composing the text but also the context of each document.

This research explores the application of contrastive learn-
ing methods and the use of transformer models to develop
ASAG in e-Learning. The grading will be based on the
extracted feature from the combination of embedding that
represents the teacher’s answer key and the student’s answer.
This research aims to examine the influence of contrastive
learning methods on the performance of transformer models
in predicting students’ answer scores, which serve as the
basis for automated grading, in comparison to previous
methods.

II. RELATED WORKS

Several studies on automated essay grading systems have
explored various methods, both traditional and modern ones,
including machine learning. Previous research has explored
the usage of text distance-based ASAG for the Indonesian
language [13] [14]. This research mainly explored the use
of TF-IDF to create vector representations with different
weights based on how often a word shows up on a document.
The score is then determined by the cosine similarity or
Jaccard similarity between the teacher’s key answer and
the student’s answer. The result of these text distance-based
ASAGs has not been able to compete with human scoring.
It also showed the need to also explore answer semantics,
instead of relying only on lexical.

Further development of ASAG used text representation,
such as the use of latent semantic analysis (LSA) [15] [16]
and transformers models [17] [18] [19]. Ratna et al. [15]
combined LSA and SVM, where SVM was used to filter and
classify the topics of students’ answers and then compared
to the teacher’s key answers. This research employs LSA to
create a document matrix and TF-IDF to construct the vector
representation. This document matrix is then used to calculate
similarity. Citawan et al. [16] employed similar usage of
LSA to calculate similarity but combined it with the n-gram
feature.

Transformers-based ASAG used BERT models to create an
embedding representation of both teacher’s key answers and
the student’s answers. These embeddings are then fed into
a regression layer to predict the student’s answers. BERT-
based ASAG used sentence embedding that was generated
by feeding token embedding into a pooling layer to achieve
better performance [17] [19]. Haidar and Purwarianti [17]
experimented with various BERT variations and features used
by the regression layer. This research showed the best result
by using ’bert-base-multilingual-cased’. The features used to
obtain the best performance in this research were the combi-
nation of teacher’s key answers embedding, student’s answers
embedding, the absolute difference between embedding, and
element-wise multiplication between embedding. Salim et al.

[18] compared the performance between the ridge regression
model and the BERT model for the ASAG task and showed
that the BERT model has superior performance compared to
the ridge regression model.

Various research also showed better performance by using
a transformers-based model to compare text or document
similarity. Peinelt, Nguyen, and Liakata [20] used BERT that
combined topic modeling to achieve better performance in
binary classification based on text similarity. This research
showed that text topics serve as additional information for
the model, especially in domain-specific cases. Mutinda et al.
[21] experimented with BERT to compare Japanese medical
documents and showed a high Pearson correlation score.

In conclusion, various approaches have been used to
develop ASAG for the Indonesian language, both using text-
distance and text-representation methods. These researches
also showed an improvement going from text distance to the
text-representation method. Other research also showed the
usage of a transformers-based model to calculate the simi-
larity between documents that are able to achieve superior
performance compared to the previous method. This opened
the possibility of choosing a transformers-based method
for ASAG and improving it further. This research aims to
improve the current transformers-based ASAG by using the
contrastive learning method.

III. DATASET

The dataset used in this research is a question-and-answer
dataset utilized in the previous research conducted by Haidir
and Purwarianti [17]. This dataset consists of two types of
questions: Science and Technology (Saintek) and Social and
Humanities (Soshum). The dataset is divided into two sets: a
train set consisting of 30 questions and a test set consisting
of 6 questions, with a total of 7605 and 1560 rows of
answers for each set, respectively. Scoring was conducted
by experts in each domain, with scores ranging from 0 to
5. In the following section, this dataset is then referred to
as the Saintek-Soshum dataset. The Saintek-Soshum dataset
is obtained through NusaCrowd [22], an open-source NLP
platform for Indonesian language.

IV. PROPOSED METHOD

A. Model Architecture

The architecture of the model used in this research consists
of two components: the model body, which is a BERT model
used to generate sentence embeddings, and the model head,
which is a logistic regression model that produces scores or
values based on the features generated by the model body.
The model architecture used in this research is shown in
Fig 1.

The input to the model is the student’s answer and the
teacher’s answer key, and the output is the predicted score.
The input undergoes tokenization before entering the model
body, which then generates token embeddings for each token
of the input. The model body is structured in a Siamese
architecture, meaning that the model body is used to generate

Fig. 1. Proposed Model Architecture

token embeddings for the student’s answer and the teacher’s
answer key is the same model with shared weights.

The token embeddings for each sentence are then fed into
the pooling layer with mean pooling, which will average
the values of all tokens to produce a sentence embedding.
This sentence embedding is further processed in the feature
generation component. The output of the feature generation
component is a combination of the teacher’s key answers
embedding, the student’s answers embedding, the absolute
difference between embedding, and element-wise multipli-
cation between embedding. These features serve as the input
to the model head, which ultimately generates the output in
the form of a predicted score for the student’s answer.

B. Research Workflow

The workflow in this research is divided into three main
sections, which are ”Experiment Preparation”, ”Training”,
and ”Evaluation”. The overview of this workflow is shown
in Fig 2. The first part is ”Experiment Preparation,” which
involves determining the methods to be compared and prepar-
ing the data. The second part is the ”Training,” which in-
volves the process of training the model using predetermined
methods. The third part is the ”Evaluation,” which involves
evaluating the performance of the trained model.

Deciding Model to Experiment with

To examine the impact of contrastive learning methods
on the performance of models in automated short answer
grading systems, this research will compare three models,
each employing a different method for training the model
body. The first model is referred to as the ”Baseline Model,”
which serves as the ground truth. In the baseline model, the
BERT model is not finetuned but is used solely to generate
sentence embeddings for the model head. The second model

Fig. 2. Workflow Overview - Symbol ∗ denotes that the model is freezed
so that no weight is updated

is the ”Finetuning Model,” which serves as a comparison to
evaluate the performance of contrastive learning against the
commonly used finetuning method. In this model, the BERT
model will undergo finetuning on the train set. The third
model is the ”Contrastive Model,” where the BERT model
will be trained using the concept of contrastive learning. All
of the three models will use ’bert-base-multilingual’, with
the default 768 embedding size.

Data Collection

Saintek-Soshum datasets are directly obtained through
NusaCrowd, given their open-source nature.

Preprocessing Data

The data preprocessing steps performed on the partici-
pant’s answers and the answer key in this research are as
follows: removal of empty values, removal of punctuation
marks, separation of repeated words, removal of escape
characters, replacement of words in parentheses, removal of
numbers, case-folding, score normalization.

The raw data from the Saintek-Soshum dataset was ini-
tially separated into Saintek data and Soshum data. Also, the
student’s answer was separated from the teacher’s answer
key. To address this, the datasets are merged into one dataset
by combining the Saintek and Soshum data and the student’s
answer with the teacher’s answer key. These preprocessed
dataset are shown in Table I

Training Model Body

Each model to be tested (baseline model, finetuning model,
and contrastive model) undergoes a slightly different training
process. This difference only occurs during the training of
the model body, while the training of the model head is the
same across all models. Model body are trained with the
task to optimize formed embedding through minimizing loss
function that is used on each tested model. The finetuning
model will use cosine similarity loss, whereas the contrastive
model will use contrastive loss.
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TABLE I
PREPROCESSED DATASET SAMPLE

index question id response
(id—en)

gold response
(id—en)

labels

0 1 bakteri
penyubur
tanaman —
land-fertilizing
bacteria

bacillus
thuringiensis
agrobacterium
tumefaciens

0.2

1 1 bakteri baik
bakteri hasil
mutasi —
beneficial
bacteria from
mutation

bacillus
thuringiensis
agrobacterium
tumefaciens

0.2

. . . . . . . . . . . . . . .
7434 30 sesuatu yang

tetap ada atau
tidak punah
— something
that continue
to exist or not
extinct

tetap seperti
keadaan semula
— remains as
it was

1.0

7435 30 ya itu saat alam
dalam keaadaan
terbaik nya —
nature on its
best condition

tetap seperti
keadaan semula
— remains as
it was

0.2

In the baseline model, the model body does not undergo a
training process. Instead, the model body is directly used
to generate sentence embeddings from the train set and
validation set. To replicate a Siamese neural network, the
student’s answer and the teacher’s answer key are inputted
separately into the model body, resulting in two sentence
embeddings that originate from the same model, parameters,
and weights.

In the finetuning model, there is a finetuning process of
the model body on the train set. The finetuning process
utilizes the following hyperparameter configuration: 1 epoch,
learning rate of 2e−5, batch size of 32, and the loss function
utilizing cosine similarity loss.

In the contrastive model, training closely follows the
finetuning model, with differences in data format and loss
function. The preprocessed training set is adjusted to create
contrastive dataset. These contrastive dataset created by la-
beling rows as 1 for similar answers and 0 for dissimilar
ones, based on predefined score ranges. This dataset is
then used for finetuning the contrastive model, while other
hyperparameters are set the same as the finetuning model.

Grid Search with Cross Validation

Using the Saintek-Soshum train set, 10-hold-out cross-
validation is conducted. The separate test set remains un-
touched during training. The 30-question train set splits
into 26 train and 4 validation questions, with criteria of
non-overlapping questions. This split maintains a balanced
Saintek-Soshum distribution question although among the
validation set might have overlapping questions. Question
separation is randomized 10 times, without repeated com-
binations. Throughout grid search and cross-validation, the
model body remains frozen to avoid weight updates.

Feature Generation

In each fold iteration of the cross-validation process, the
training set and validation set used in that fold will be
included in the feature generation process. The resulting fea-
tures are a combination of sentence embeddings generated by
the trained model body for each participant’s answer and the
answer key. The final feature embedding is a combination of
the teacher’s key answers embedding, the student’s answers
embedding, the absolute difference between embedding, and
element-wise multiplication between embedding.

Training Model Head

During the model head training, a grid search optimizes
two hyperparameters: epochs and learning rate. Each com-
bination is evaluated on the validation set. The objective is
predicting and minimizing the MSE loss between actual and
predicted scores.

The entire training process of the model head is repeated
until the average evaluation metrics for all combinations of
hyperparameters are obtained. After obtaining the average
evaluation metrics, the best configuration is selected. There
are two metrics used in this research, which are MAE and
RMSE. However, the selection of the best configuration is
based on the configuration that yields the lowest RMSE.

Model Evaluation

The best configuration obtained is then used to retrain the
model head. The model head is re-initialized using the best
configuration and trained on the entire train set data. Subse-
quently, the model head is evaluated on the test set, which
was not used during the search for the best configuration.
The evaluation results on the test set are used as a measure
of the overall performance of the model in predicting answer
scores. This training and evaluation process is then repeated
for all types of models being tested.

C. Contrastive Loss

The contrastive loss is a loss function that maps high-
dimensional vector sets I to a low-dimensional space, where
similar vectors are brought closer together while dissimilar
vectors are pushed apart [23]. The contrastive loss used in
this research is an energy-based margin loss. This contrastive
loss operates on pairs of vectors X̄1, X̄2 ∈ I with a label Y .
In the implementation, there was a slight adjustment from the
[23], where Y = 1 indicates a similar pair of vectors, and
Y = 0 indicates a dissimilar pair of vectors. The contrastive
loss is formulated in Equation 1:

L = (1− Y )
1

2
{max(0,m−DW )}2 + (Y )

1

2
(DW )2 (1)

where DW represents the distance between the vector pairs
X̄1 and X̄2 in the embedding space, and m is a margin
that controls the dissimilarity threshold. The contrastive loss
encourages similar pairs to have a small distance (DW ) and
dissimilar pairs to have a distance larger than the margin (m),
which used the default value of 0.5.
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TABLE I
PREPROCESSED DATASET SAMPLE

index question id response
(id—en)

gold response
(id—en)

labels

0 1 bakteri
penyubur
tanaman —
land-fertilizing
bacteria

bacillus
thuringiensis
agrobacterium
tumefaciens

0.2

1 1 bakteri baik
bakteri hasil
mutasi —
beneficial
bacteria from
mutation

bacillus
thuringiensis
agrobacterium
tumefaciens

0.2

. . . . . . . . . . . . . . .
7434 30 sesuatu yang

tetap ada atau
tidak punah
— something
that continue
to exist or not
extinct

tetap seperti
keadaan semula
— remains as
it was

1.0

7435 30 ya itu saat alam
dalam keaadaan
terbaik nya —
nature on its
best condition

tetap seperti
keadaan semula
— remains as
it was

0.2

In the baseline model, the model body does not undergo a
training process. Instead, the model body is directly used
to generate sentence embeddings from the train set and
validation set. To replicate a Siamese neural network, the
student’s answer and the teacher’s answer key are inputted
separately into the model body, resulting in two sentence
embeddings that originate from the same model, parameters,
and weights.

In the finetuning model, there is a finetuning process of
the model body on the train set. The finetuning process
utilizes the following hyperparameter configuration: 1 epoch,
learning rate of 2e−5, batch size of 32, and the loss function
utilizing cosine similarity loss.

In the contrastive model, training closely follows the
finetuning model, with differences in data format and loss
function. The preprocessed training set is adjusted to create
contrastive dataset. These contrastive dataset created by la-
beling rows as 1 for similar answers and 0 for dissimilar
ones, based on predefined score ranges. This dataset is
then used for finetuning the contrastive model, while other
hyperparameters are set the same as the finetuning model.

Grid Search with Cross Validation

Using the Saintek-Soshum train set, 10-hold-out cross-
validation is conducted. The separate test set remains un-
touched during training. The 30-question train set splits
into 26 train and 4 validation questions, with criteria of
non-overlapping questions. This split maintains a balanced
Saintek-Soshum distribution question although among the
validation set might have overlapping questions. Question
separation is randomized 10 times, without repeated com-
binations. Throughout grid search and cross-validation, the
model body remains frozen to avoid weight updates.

Feature Generation

In each fold iteration of the cross-validation process, the
training set and validation set used in that fold will be
included in the feature generation process. The resulting fea-
tures are a combination of sentence embeddings generated by
the trained model body for each participant’s answer and the
answer key. The final feature embedding is a combination of
the teacher’s key answers embedding, the student’s answers
embedding, the absolute difference between embedding, and
element-wise multiplication between embedding.

Training Model Head

During the model head training, a grid search optimizes
two hyperparameters: epochs and learning rate. Each com-
bination is evaluated on the validation set. The objective is
predicting and minimizing the MSE loss between actual and
predicted scores.

The entire training process of the model head is repeated
until the average evaluation metrics for all combinations of
hyperparameters are obtained. After obtaining the average
evaluation metrics, the best configuration is selected. There
are two metrics used in this research, which are MAE and
RMSE. However, the selection of the best configuration is
based on the configuration that yields the lowest RMSE.

Model Evaluation

The best configuration obtained is then used to retrain the
model head. The model head is re-initialized using the best
configuration and trained on the entire train set data. Subse-
quently, the model head is evaluated on the test set, which
was not used during the search for the best configuration.
The evaluation results on the test set are used as a measure
of the overall performance of the model in predicting answer
scores. This training and evaluation process is then repeated
for all types of models being tested.

C. Contrastive Loss

The contrastive loss is a loss function that maps high-
dimensional vector sets I to a low-dimensional space, where
similar vectors are brought closer together while dissimilar
vectors are pushed apart [23]. The contrastive loss used in
this research is an energy-based margin loss. This contrastive
loss operates on pairs of vectors X̄1, X̄2 ∈ I with a label Y .
In the implementation, there was a slight adjustment from the
[23], where Y = 1 indicates a similar pair of vectors, and
Y = 0 indicates a dissimilar pair of vectors. The contrastive
loss is formulated in Equation 1:

L = (1− Y )
1

2
{max(0,m−DW )}2 + (Y )

1

2
(DW )2 (1)

where DW represents the distance between the vector pairs
X̄1 and X̄2 in the embedding space, and m is a margin
that controls the dissimilarity threshold. The contrastive loss
encourages similar pairs to have a small distance (DW ) and
dissimilar pairs to have a distance larger than the margin (m),
which used the default value of 0.5.

V. EXPERIMENTAL RESULT

A. Score Thresholds Effect on Model Performance

To demonstrate the impact of score thresholds on con-
trasive model performance, this study tested different limits
for positive and negative rows using grid search and cross-
validation. Same number within square brackets implies an
data with exact score match with the threshold, while two
distinct numbers indicate inclusion of scores within that
range. Data outside the threshold will be excluded during
training. The validation set’s evaluation outcomes for the
MAE and RMSE metrics are shown in Table II and Table III,
respectively.

TABLE II
MAE RESULT ON VARIOUS SCORE LIMIT COMBINATION FOR

CONTRASTIVE MODEL

Negative
Limit

Positive Limit
[1.0, 1.0] [0.8, 0.8] [0.8, 1.0] [0.6, 1.0] [0.6, 0.8]

[0.0, 0.0] 0.2497 0.2322 0.2362 0.2356 0.2477
[0.2, 0.2] 0.1717 0.1556 0.1644 0.1628 0.1957
[0.0, 0.2] 0.1643 0.1528 0.1524 0.1599 0.2045
[0.0, 0.4] 0.1732 0.1610 0.1638 0.1547 0.1762
[0.2, 0.4] 0.1858 0.1728 0.1755 0.1733 0.1881

TABLE III
RMSE RESULT ON VARIOUS SCORE THRESHOLDS COMBINATION FOR

CONTRASTIVE MODEL

Negative
Limit

Positive Limit
[1.0, 1.0] [0.8, 0.8] [0.8, 1.0] [0.6, 1.0] [0.6, 0.8]

[0.0, 0.0] 0.2860 0.2689 0.2736 0.2735 0.2848
[0.2, 0.2] 0.2046 0.1933 0.2004 0.2022 0.2340
[0.0, 0.2] 0.1979 0.1927 0.1901 0.1970 0.2426
[0.0, 0.4] 0.2058 0.1986 0.2005 0.1915 0.2167
[0.2, 0.4] 0.2196 0.2123 0.2137 0.2127 0.2332

Based on the grid search results for score thresholds,
the highest performance of the model is achieved with an
MAE of 0.1524 and an RMSE of 0.1901. These results are
achieved using the optimal score thresholds for the Saintek-
Soshum dataset are [0.8, 1.0] for positive rows and [0.0, 0.2]
for negative rows. The grid search also indicates that the
determination of score thresholds significantly impacts the
model’s performance.

B. Model Comparison

The comparison between the models was conducted by
evaluating each model with their respective best hyperpa-
rameter configurations on the test set. The evaluation results
of each model, along with the best hyperparameter configu-
rations used, are shown in Table IV. The contrastive model
excels in prediction, as evident from lower losses across all
measured metrics. It outperforms the baseline and finetuning
models by reducing MAE by 0.053 and 0.021, and RMSE by
0.050 and 0.037, respectively. Furthermore, all our models
performed better than the one reported in [17], which is
similar to the baseline model. The key difference is in how

TABLE IV
MODEL PERFORMANCE RESULT

Model Hyperparameter MAE RMSEEpoch
Head

LR
Head

Positive
Limit

Negative
Limit

[17] 15 1e−3 - - 0.288 0.378
Baseline 64 1e−4 - - 0.244 0.281

Finetuning 128 1e−3 - - 0.212 0.268
Contrastive 256 1e−4 [0.8, 1.0] [0.0, 0.2] 0.191 0.231

we pool output vectors from BERT: the baseline model used
simple average pooling, while [17] used WK-pooling.

An analysis was then conducted on the prediction results of
each tested model. The visualization of the prediction results
is shown in Fig. 3 which focuses on the prediction results
within each score range.

Fig. 3. Box Plot of Each Model Prediction Result Compared to Human
Scoring

Fig. 3 shows that the baseline model predicts scores mostly
between 0.5 to 0.7, implying undifferentiated embeddings,
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while the finetuning and contrastive models create more
distinct embeddings within each score range. However, the
finetuning model struggles with predicting scores of 0.8.
Overall, the contrastive model’s more centralized predictions
yield a smaller mean error compared to the finetuning model.

VI. CONCLUSION

In this study, experiments were conducted to assess the
performance of a transformer-based model using contrastive
learning in the task of automated short answer assessment.
The contrastive model’s performance was benchmarked
against two alternatives: a baseline using pretrained BERT,
and a finetuned BERT using cosine similarity.

In addition to the primary objective, an analysis of the
impact of score thresholds on the performance of the con-
trastive model demonstrated a direct relationship between
score thresholds and model performance, emphasizing the
importance of determining an optimal threshold to achieve
the best model performance.

The main objective was accomplished by comparing the
performance of each model. Contrastive model achieved
a reduction in prediction errors, with a decrease in mean
absolute error (MAE) of 21.72% and 9.90% and a decrease
in root mean squared error (RMSE) of 17.79% and 13.80%,
compared to the baseline and finetuning models, respectively.
The contrastive model achieved a performance metric of
0.191 for MAE and 0.231 for RMSE.

The examined contrastive model enhances performance
over baselines, although sensitive to score thresholds. This
research result opens up the potential for further development
utilizing contrastive learning. Furthermore, the contrastive
learning method used in this research is a basic approach,
leaving room for more advanced techniques to be explored.

Concerning the dataset, Saintek-Soshum is evaluated by
7 experts, resulting in reduced bias. The various participant
responses are also go beyond simply copying online content,
enriching information acquisition. Such factors hold signifi-
cance in the collection of good Question-Answer datasets.
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while the finetuning and contrastive models create more
distinct embeddings within each score range. However, the
finetuning model struggles with predicting scores of 0.8.
Overall, the contrastive model’s more centralized predictions
yield a smaller mean error compared to the finetuning model.

VI. CONCLUSION

In this study, experiments were conducted to assess the
performance of a transformer-based model using contrastive
learning in the task of automated short answer assessment.
The contrastive model’s performance was benchmarked
against two alternatives: a baseline using pretrained BERT,
and a finetuned BERT using cosine similarity.

In addition to the primary objective, an analysis of the
impact of score thresholds on the performance of the con-
trastive model demonstrated a direct relationship between
score thresholds and model performance, emphasizing the
importance of determining an optimal threshold to achieve
the best model performance.

The main objective was accomplished by comparing the
performance of each model. Contrastive model achieved
a reduction in prediction errors, with a decrease in mean
absolute error (MAE) of 21.72% and 9.90% and a decrease
in root mean squared error (RMSE) of 17.79% and 13.80%,
compared to the baseline and finetuning models, respectively.
The contrastive model achieved a performance metric of
0.191 for MAE and 0.231 for RMSE.

The examined contrastive model enhances performance
over baselines, although sensitive to score thresholds. This
research result opens up the potential for further development
utilizing contrastive learning. Furthermore, the contrastive
learning method used in this research is a basic approach,
leaving room for more advanced techniques to be explored.

Concerning the dataset, Saintek-Soshum is evaluated by
7 experts, resulting in reduced bias. The various participant
responses are also go beyond simply copying online content,
enriching information acquisition. Such factors hold signifi-
cance in the collection of good Question-Answer datasets.
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Abstract—Mobile devices (MDs) have a number of restrictions
in terms of battery life, processing power, and storage space
due to the growing demand for larger computational capabilities
in application. Offloading computationally demanding work to
MEC servers has been an answer to this problem. By consider-
ing several variables such as distance, transmission rate, CPU
frequency, and transmission power, we did some simulations
to assess the effectiveness of various offloading scenarios. The
energy trade-off involved in this process was examined in this
research with a focus on the possible energy savings provided
by offloading. To optimize energy consumption in MEC systems,
this study examined the advantages and drawbacks of offloading.

Index Terms—Computation offloading, Mobile Edge Comput-
ing, energy trade-off, local execution, transmission energy

I. INTRODUCTION

The rapid growth of new applications such as image pro-
cessing, face recognition, virtual reality, augmented reality,
and real-time online games has created a demand for large
computing capabilities. In recent years, the use of MDs to run
various applications has become an integral part of human
life. Mobile devices, however, are constrained by their limited
battery capacities, computing capacities, and storage capac-
ities, making them unsuitable for running applications with
computationally intensive tasks [1]. To address this challenge,
the solution lies in offloading these tasks to MEC servers.

Offloading in MEC systems enables the transfer of heavy
computational tasks from MDs to MEC servers, resulting in
significant energy savings [2]. By leveraging MEC servers
with higher and more efficient computing power, MDs can
reduce their battery usage, thereby improving overall energy
efficiency. Offloading computational tasks to the MEC server
can reduce the computational load on the MD. However, it
should be noted that transferring data and instructions between
the MD and the MEC server takes longer and requires higher
transmission power if the distance between them is greater.

As an example, the image processing process involves mul-
tiple stages and algorithms that can make it a computationally
intensive task. Aspects such as high resolution, the utilization
of filters, object segmentation and separation, as well as
pattern recognition, contribute to making image processing
computationally intensive.

Recently, there have been a number of significant re-
search conducted on computation offloading, which offers a
comprehensive overview examining the conditions in which
offloading can result in energy savings. In [3], the author
evaluated an ideal offloading choice by analyzing the trade-
off between the energy consumption as a result of local
processing and offloading. Communication and computational
resources, algorithm complexity, cloud load conditions, device
energy consumption, and delay restrictions are all pertinent
factors in this trade-off. In [4], they took the advantage of
the trade-off between energy use and execution delay by
modifying the introducing control parameter to suit the needs
of various tasks, greatly enhancing system service capabilities
and user experience, particularly for delay-sensitive tasks. In
[5], the authors discussed about the importance of predicting
the power consumption of mobile devices when using cloud
computing and presented a minimum SNR requirement for
cloud computing in terms of energy and time.

Our contribution is to perform simulations that can help in
analyzing the energy trade-off of computation offloading in
MEC. Through simulation, research was able to evaluate the
performance of various offloading scenarios by considering
factors such as distance, transmission rate, CPU frequency
on the MD, and the required task transmission power. This
evaluation can help in identifying factors needed for energy
efficiency improvement and designing better solutions.

The structure of this article can be summarized as follows.
In section II we describe the system model, including local
execution model, communication model, transmission energy
model and problem formulation. The simulation results and
conclusion were presented in Section III and Section IV
respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Description

In each time period, MDs need to process data, which can
be processed locally on the device itself or offloaded to an
edge server. As shown in Fig. 1, the computing intensive
task input will be executed on the local CPU or offloaded
to an edge server based on the offloading decision taken.
The data transmission between the MD and MEC server is

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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Fig. 1. Task Processing Model

based on a wireless channel. The offloading decision is taken
by considering the energy consumption when executing tasks
locally on the device compared to offloading to the MEC
server. The distance between the MD and the edge server
and the power required to transmit the task to the server
via wireless, wireless, are varied, allowing us to observe the
tradeoff in energy consumption in the offloading decision.

B. Local Execution Model

The local computing model refers to data processing that
occurs locally at the network edge on MDs. Energy consump-
tion in local computing is affected by the switched capacitance
coefficient of the CPU k, the CPU frequency at MD f , and the
number of CPU cycles required to complete a computational
task W . Appropriate CPU frequency settings can help to
achieve a balance between adequate performance and low
energy consumption. High CPU frequency settings may not
only provide a better performance but also result in higher
power consumption, while decreasing the CPU frequency may
not only reduce energy consumption but also affect device
performance [6]. The energy consumption of local execution
is expressed as

Emd = kW (f)
2 (1)

Similarly, we can compute the execution time delay as
follows.

Tmd =
W

f
(2)

The more CPU cycles needed to complete the task and the
lower the CPU frequency, the higher the execution time delay.

Increasing the CPU frequency can speed up the execution time,
but it must be balanced with the consideration of higher energy
consumption.

C. Communication Model

The MD transmits data to the edge server using wireless
with a carrier bandwidth ω. In this communication model,
the transmission rate R can be calculated using Shannon’s
theorem.

R = ω log2

(
1 +

HP

σ

)
(3)

with transmission power P and power noise at the receiver σ.
H stands for the channel power gain, which has an exponential
distribution with mean value gd−4

m , path-loss constant g=-
40dB, and MD’s distance from the server edge dm [7].

Longer distances between the device and the server tend
to result in the decreasing transmission rates due to the
phenomenon of signal loss or attenuation occurred when
the signal has to pass through a longer distance. Longer
distances between devices and servers tend to increase energy
consumption in communication. This is due to the increasing
power required to transmit signals over longer distances. To
overcome signal attenuation, the device must increase the
transmission power to maintain signal quality. As a result, the
energy consumption required in this process becomes higher.

D. Transmission Energy Model

The Transmission Energy Model refers to a model used
to estimate or calculate the energy consumption associated
with the process of transmitting data over a communication
network. This model depicts a relationship between parameters
such as the distance between MD and MEC server, transmis-
sion rate, data size, and transmission power to estimate the
number of energies required during the transmission process.
Its primary objective is to understand and predict the number
of energies needed to transmit data through a communication
network.

The transmission delay increases with data size L and
decreases with transmission rate. This is because with a larger
data size, it takes more time to transmit all the information
through the communication channel. The transmission delay
is expressed as

Ttr =
L

R
(4)

Correspondingly, we can calculate the energy used for
transmission when considering energy consumption, i.e.

Etr = PTtr (5)

Based on (3) and (4) we can express the transmission energy
as

Etr =
LP

ω log2
(
1 + HP

σ

) (6)
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based on a wireless channel. The offloading decision is taken
by considering the energy consumption when executing tasks
locally on the device compared to offloading to the MEC
server. The distance between the MD and the edge server
and the power required to transmit the task to the server
via wireless, wireless, are varied, allowing us to observe the
tradeoff in energy consumption in the offloading decision.

B. Local Execution Model

The local computing model refers to data processing that
occurs locally at the network edge on MDs. Energy consump-
tion in local computing is affected by the switched capacitance
coefficient of the CPU k, the CPU frequency at MD f , and the
number of CPU cycles required to complete a computational
task W . Appropriate CPU frequency settings can help to
achieve a balance between adequate performance and low
energy consumption. High CPU frequency settings may not
only provide a better performance but also result in higher
power consumption, while decreasing the CPU frequency may
not only reduce energy consumption but also affect device
performance [6]. The energy consumption of local execution
is expressed as

Emd = kW (f)
2 (1)

Similarly, we can compute the execution time delay as
follows.

Tmd =
W

f
(2)

The more CPU cycles needed to complete the task and the
lower the CPU frequency, the higher the execution time delay.

Increasing the CPU frequency can speed up the execution time,
but it must be balanced with the consideration of higher energy
consumption.

C. Communication Model

The MD transmits data to the edge server using wireless
with a carrier bandwidth ω. In this communication model,
the transmission rate R can be calculated using Shannon’s
theorem.

R = ω log2

(
1 +

HP

σ

)
(3)

with transmission power P and power noise at the receiver σ.
H stands for the channel power gain, which has an exponential
distribution with mean value gd−4

m , path-loss constant g=-
40dB, and MD’s distance from the server edge dm [7].

Longer distances between the device and the server tend
to result in the decreasing transmission rates due to the
phenomenon of signal loss or attenuation occurred when
the signal has to pass through a longer distance. Longer
distances between devices and servers tend to increase energy
consumption in communication. This is due to the increasing
power required to transmit signals over longer distances. To
overcome signal attenuation, the device must increase the
transmission power to maintain signal quality. As a result, the
energy consumption required in this process becomes higher.

D. Transmission Energy Model

The Transmission Energy Model refers to a model used
to estimate or calculate the energy consumption associated
with the process of transmitting data over a communication
network. This model depicts a relationship between parameters
such as the distance between MD and MEC server, transmis-
sion rate, data size, and transmission power to estimate the
number of energies required during the transmission process.
Its primary objective is to understand and predict the number
of energies needed to transmit data through a communication
network.

The transmission delay increases with data size L and
decreases with transmission rate. This is because with a larger
data size, it takes more time to transmit all the information
through the communication channel. The transmission delay
is expressed as

Ttr =
L

R
(4)

Correspondingly, we can calculate the energy used for
transmission when considering energy consumption, i.e.

Etr = PTtr (5)

Based on (3) and (4) we can express the transmission energy
as

Etr =
LP

ω log2
(
1 + HP

σ

) (6)

Fig. 2. Energy Consumption vs Distance MD to MEC server

the higher the transmission power used, the more energy is
consumed by the device. An increase in transmission power
may be necessary to overcome signal attenuation caused by
longer distances or other interference. However, an increase
in transmission power also means an increase in energy
consumption.

E. Problem Formulation

Offloading decisions can have a direct impact on energy
consumption. This article helps to analyze the energy trade-off
of computing offloading. Offloading computing tasks to more
powerful computing resources in the MEC can reduce the
processing load on MDs that have limited resources. However,
if the distance from the MD to the server is far and requires
more transmission power, local computing can be considered.
In addition, the offloading decision must consider the deadline
time. The constraint of deadline time can be expressed as

max(Tmd, Ttr) ≤ Td (7)

where (7) defines the deadline request, which states that
computation task, whether they are done locally or offloaded
for processing, must be completed within the allotted time.

Based on (2) and (7), we can calculate the following optimal
CPU frequency [8].

f∗ =
W

Tmd
(8)

This can be used to figure out how many energies local
computing uses optimally, which can then be compared to
how much energy is used when jobs are transferred to the
MEC server.

III. SIMULATION RESULT

We used a number of simulations to test the validity of the
theory in Section II and assess the system’s performance. We
assumed that the applications executed on the MD and each

Fig. 3. Transmission Delay vs Distance MD to MEC server

Fig. 4. Transmission Rate vs Distance MD to MEC server

task could be offloaded to the MEC server. Energy consump-
tion for local execution and transmission energy consumption
for data offloading were the two ways in which the system
used energy. For local execution, L = 1000 bits, k = 10−28

and the number cycles were required to process 1 bit input
= 5900 cycles per byte. For data offloading, ω = 1 MHz and
σ = 10−13 were used. The system has been given a deadline
of Td = 1 ms. With dm = [5 m - 100 m] and P = [0.25 W,
0.50 W, 0.75 W], it is possible to observed how the distance
from the MD to the MEC server and the transmission power
affected energy consumption.

Fig. 2 illustrates a comparative analysis of energy consump-
tion in relation to the distance between the MD and the MEC
server, considering the different transmission power levels.
The figure presents data on energy consumption in millijoules
(mJ) for each distance and transmission power combination.
It was proven from the data showing a correlation between
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distance and energy consumption. As the distance between the
MD and MEC server increased, the energy consumption also
rose. This can be attributed to the fact that transmitting data
over longer distances requires more energies. Additionally, the
figure demonstrates a relationship between transmission power
and energy consumption. Higher transmission power levels
resulted in greater energy consumption, indicating that increas-
ing transmission power led to higher energy requirements for
data transmission.

Fig. 2 also includes energy consumption values for local
computing at an optimal CPU frequency of 0.7375 GHz.
The energy consumption remained constant for each distance
since local computing involved no data transmission to the
MEC server. Hence, to minimize energy consumption, it
was advisable to prioritize local computation to avoid data
transmission to the MEC server, particularly for the longer
distances. Furthermore, selecting lower transmission power
levels could also help to reduce energy consumption.

Fig. 3 illustrates a comparison of transmission delays in
milliseconds (ms) across various combinations of distances
between the MD and MEC server, alongside their respective
transmission power levels. The figure reveals that greater
distances between the MD and MEC server resulted in higher
transmission delays. Additionally, the figure demonstrates that
higher transmission power levels tended to decrease the trans-
mission delay, as seen from the decrease in transmission delay
as the transmission power level increased.

The correlation between Fig. 2 and Fig. 3 lies in the energy
consumption trade-off. Using higher transmission power levels
increased energy consumption. The greater the transmission
power used, the higher the energy consumption required by
the communication device. In this context, it was observed
that higher transmission power levels tended to decrease the
transmission delay. This indicated that higher transmission
power led to shorter data transmission times from the MD to
the MEC server. However, this also resulted in the increasing
energy consumption.

Additionally, it was essential to show how the megabits per
second (Mbps) transmission rate was impacted by the distance
between the MD and the MEC server as shown in Fig. 4. The
transmission rate was determined by the required transmission
power level. The figure demonstrates that as the distance be-
tween the MD and the MEC server decreased, the transmission
rate increased. This could be seen from the higher transmission
rates observed for shorter distances. Furthermore, increasing
the transmission power level also caused higher transmission
rates at every distance.

Based on the data obtained, there was a trade-off between
energy consumption and transmission delay. If minimizing
energy consumption is the primary objective, selecting a lower
transmission power level at a specific distance can achieve
energy savings, but it may result in an increasing transmission
delay. Conversely, if the focus is on reducing transmission
delay, opting for a higher transmission power level at a specific
distance can be a viable choice, albeit at the expense of
increased energy consumption. The selection of this trade-off

should be tailored to the specific requirements and priorities
of the application. Real-time applications that demand prompt
responses may prioritize in reducing transmission delay by
selecting higher transmission power levels, even at the cost
of energy consumption. However, applications with power
constraints or stringent energy requirements may prioritize
energy savings, even if it leads to increasing transmission
delay. In practice, careful system design, efficient power man-
agement, and appropriate communication protocol selection
play crucial roles in achieving the desired balance between
energy consumption and transmission delay.

CONCLUSION

We have contributed by running simulations to examine
the energy trade-off of offloading computation in MEC. By
considering several variables such as distance, transmission
rate, CPU frequency on the MD, and transmission power, we
evaluated the effectiveness of various offloading scenarios. The
assessment aids in identifying the elements were required for
increasing energy efficiency and developing better solutions.
Our simulations could direct the development of more energy-
efficient solutions and offer useful insights into the energy
trade-off of computation offloading in MEC.

REFERENCES

[1] X. Lan, L. Cai, and Q. Chen, “Execution latency and energy consumption
tradeoff in mobile-edge computing systems,” in 2019 IEEE/CIC Interna-
tional Conference on Communications in China (ICCC), pp. 123–128,
IEEE, 2019.

[2] A. Islam, A. Debnath, M. Ghose, and S. Chakraborty, “A survey on
task offloading in multi-access edge computing,” Journal of Systems
Architecture, vol. 118, p. 102225, 2021.

[3] S. Tayade, P. Rost, A. Maeder, and H. D. Schotten, “Device-centric energy
optimization for edge cloud offloading,” in GLOBECOM 2017-2017 IEEE
Global Communications Conference, pp. 1–7, IEEE, 2017.

[4] G. Zhang, W. Zhang, Y. Cao, D. Li, and L. Wang, “Energy-delay tradeoff
for dynamic offloading in mobile-edge computing system with energy
harvesting devices,” IEEE Transactions on Industrial Informatics, vol. 14,
no. 10, pp. 4642–4655, 2018.

[5] Y. Shin, C. Lee, W. Yang, and J.-M. Chung, “Minimum snr requirement
for mobile cloud computing,” in 2019 IEEE International Conference on
Consumer Electronics-Asia (ICCE-Asia), pp. 104–105, IEEE, 2019.

[6] A. Ebrahimzadeh and M. Maier, “Cooperative computation offloading in
fiwi enhanced 4g hetnets using self-organizing mec,” IEEE Transactions
on Wireless Communications, vol. 19, no. 7, pp. 4480–4493, 2020.

[7] Y. Mao, J. Zhang, and K. B. Letaief, “Dynamic computation offloading for
mobile-edge computing with energy harvesting devices,” IEEE Journal
on Selected Areas in Communications, vol. 34, no. 12, pp. 3590–3605,
2016.

[8] M. Guo, W. Wang, X. Huang, Y. Chen, L. Zhang, and L. Chen,
“Lyapunov-based partial computation offloading for multiple mobile
devices enabled by harvested energy in mec,” IEEE Internet of Things
Journal, vol. 9, no. 11, pp. 9025–9035, 2021.



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

131

distance and energy consumption. As the distance between the
MD and MEC server increased, the energy consumption also
rose. This can be attributed to the fact that transmitting data
over longer distances requires more energies. Additionally, the
figure demonstrates a relationship between transmission power
and energy consumption. Higher transmission power levels
resulted in greater energy consumption, indicating that increas-
ing transmission power led to higher energy requirements for
data transmission.

Fig. 2 also includes energy consumption values for local
computing at an optimal CPU frequency of 0.7375 GHz.
The energy consumption remained constant for each distance
since local computing involved no data transmission to the
MEC server. Hence, to minimize energy consumption, it
was advisable to prioritize local computation to avoid data
transmission to the MEC server, particularly for the longer
distances. Furthermore, selecting lower transmission power
levels could also help to reduce energy consumption.

Fig. 3 illustrates a comparison of transmission delays in
milliseconds (ms) across various combinations of distances
between the MD and MEC server, alongside their respective
transmission power levels. The figure reveals that greater
distances between the MD and MEC server resulted in higher
transmission delays. Additionally, the figure demonstrates that
higher transmission power levels tended to decrease the trans-
mission delay, as seen from the decrease in transmission delay
as the transmission power level increased.

The correlation between Fig. 2 and Fig. 3 lies in the energy
consumption trade-off. Using higher transmission power levels
increased energy consumption. The greater the transmission
power used, the higher the energy consumption required by
the communication device. In this context, it was observed
that higher transmission power levels tended to decrease the
transmission delay. This indicated that higher transmission
power led to shorter data transmission times from the MD to
the MEC server. However, this also resulted in the increasing
energy consumption.

Additionally, it was essential to show how the megabits per
second (Mbps) transmission rate was impacted by the distance
between the MD and the MEC server as shown in Fig. 4. The
transmission rate was determined by the required transmission
power level. The figure demonstrates that as the distance be-
tween the MD and the MEC server decreased, the transmission
rate increased. This could be seen from the higher transmission
rates observed for shorter distances. Furthermore, increasing
the transmission power level also caused higher transmission
rates at every distance.

Based on the data obtained, there was a trade-off between
energy consumption and transmission delay. If minimizing
energy consumption is the primary objective, selecting a lower
transmission power level at a specific distance can achieve
energy savings, but it may result in an increasing transmission
delay. Conversely, if the focus is on reducing transmission
delay, opting for a higher transmission power level at a specific
distance can be a viable choice, albeit at the expense of
increased energy consumption. The selection of this trade-off

should be tailored to the specific requirements and priorities
of the application. Real-time applications that demand prompt
responses may prioritize in reducing transmission delay by
selecting higher transmission power levels, even at the cost
of energy consumption. However, applications with power
constraints or stringent energy requirements may prioritize
energy savings, even if it leads to increasing transmission
delay. In practice, careful system design, efficient power man-
agement, and appropriate communication protocol selection
play crucial roles in achieving the desired balance between
energy consumption and transmission delay.

CONCLUSION

We have contributed by running simulations to examine
the energy trade-off of offloading computation in MEC. By
considering several variables such as distance, transmission
rate, CPU frequency on the MD, and transmission power, we
evaluated the effectiveness of various offloading scenarios. The
assessment aids in identifying the elements were required for
increasing energy efficiency and developing better solutions.
Our simulations could direct the development of more energy-
efficient solutions and offer useful insights into the energy
trade-off of computation offloading in MEC.
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Abstract—This research introduces a LoRa mesh network 
for emergency notification systems, which addresses the 
challenges of the conventional point-to-point LoRa system, such 
as limited transmission range and lack of backup paths. The 
mesh network comprises nodes that serve as relays, facilitating 
multi-hop data transmission to the gateway. The network also 
adapts to node failures and route changes by employing the 
Reverse Ad-hoc On-demand Distance Vector (R-AODV) 
routing algorithm. The performance of the proposed system was 
assessed through three types of tests: point-to-point, multi-hop, 
and node failure. The results indicate that the LoRa mesh 
network improves network coverage and reliability for 
emergency communication. The average delay for sending alert 
messages from the gateway neighbor node to the gateway is 
0.82s, from the alarm node to the gateway is 1.54s in normal 
conditions, and 11.65s in case of a gateway neighbor node 
failure. The user satisfaction score is 4.31 out of 5. 

Keywords— LoRa, Mesh, Point-to-Point, Emergency 
notification, AODV 

I. INTRODUCTION 
An emergency is an event that can occur unexpectedly at 

any time and can cause damage. Emergency notifications can 
be made through mobile phone networks, mobile applications, 
or communication devices such as walkie-talkies to reach 
relevant authorities. The purpose is to send alert signals to 
make those who can provide assistance aware of the situation 
and offer immediate help.  

In situations where emergencies or disasters occur or in 
areas with poor mobile phone signal coverage and the absence 
of Walkie Talkie communication devices, there can be 
challenges in reporting emergencies to security guards. 
Consequently, this can delay the response and assistance 
efforts, potentially harming lives and property. 

LoRa technology [1] is a wireless connectivity solution 
known for its long-range capabilities and low-power 
transmission. It offers robust anti-interference properties, 
making it suitable for large-scale deployments without the 
need for cable network infrastructure. Its applicability in 
emergency alert systems extends to various settings such as 
stadiums, exhibitions, and field hospitals. Moreover, the 
inherent capability of LoRa technology to form a mesh 
network enables the extension of signal coverage. Each node 

selectively transmits signals to the nearest node, ensuring 
reliable communication. Even in the event of node damage, 
the network automatically establishes connections with 
neighboring nodes. This seamless operation facilitates the 
transmission of help requests over long distances, maximizing 
the chances of reaching security personnel promptly and 
enabling timely assistance. 

In this paper, the researchers address the need for a robust 
routing algorithm to facilitate efficient and reliable emergency 
signal transmission within the LoRa Mesh network [4]. The 
proposed approach combines the utilization of LoRa Mesh 
communication technology with specialized algorithms 
designed to establish effective routes in ad hoc networks. The 
objective is to create a supportive system for emergency 
notifications, particularly in scenarios where the general 
communication network encounters issues or disruptions.  

II. LITERATURE REVIEWS 

A. Long-Range (LoRa) 
LoRa (Long Range) is a wireless connectivity technology 

that is suitable for use in conjunction with Internet of Things 
(IoT) applications and direct device-to-device communication 
(Machine-to-Machine). It enables data transmission can be up 
to 15 kilometers. The connectivity format can be in the form 
of point-to-point (Fig.1), where devices communicate directly 
with each other without any intermediary devices. LoRa 
devices operate with low power consumption and can also be 
configured to enter power-saving modes when not actively 
transmitting data. This makes LoRa an energy-efficient 
solution, especially in scenarios where data transmission is 
infrequent. 

LoRa operates in unlicensed frequency bands, which vary 
depending on the region. For example, in Europe, the 
frequency is typically 868 MHz, while in North America, it is 
915 MHz. In Asia, including Thailand, the available 
frequency bands for LoRa are 433 MHz and 915 MHz, as 
specified in the IoT regulations of Thailand. These frequency 
bands provide the necessary spectrum for LoRa deployments, 
ensuring compatibility and adherence to local regulatory 
requirements for IoT applications in Thailand. 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

132

 
Fig. 1. LoRa point-to-point communication[2]. 

B. LoRa WAN 
LoRaWAN (Long Range Wide Area Network) [3] shown 

in Fig.2, is a communications protocol for low-power wide 
area networks (LPWAN). LoRaWAN communications can 
enable IoT devices to connect over greater distances and 
consume less energy. 

 
Fig. 2. LoRaWAN architecture diagram [3]. 

In a LoRaWAN architecture, the end node devices 
responsible for receiving or transmitting data typically include 
sensors for various measurements. They send data to 
gateways, which act as intermediaries for receiving and 
transmitting data between the source and the destination using 
frequency waves within the range of the transmitting devices. 
Once the data is received, the source node acts as a bridge, 
connecting the devices and the server. Data can be accessed 
and viewed through an application. Additionally, all data 
communication is encrypted for secure communications. 

C. LoRa Mesh 
LoRa Mesh is a network created using LoRa 

communication technology. The purpose of LoRa Mesh is to 
address the issue of signal coverage. Initially, Mesh networks 
were designed for military applications, hospitals, or large-
scale areas requiring extensive communication connectivity. 

In a Mesh network, each device serves as a node, 
communicating with other nodes within its range. Nodes are 
strategically placed to establish efficient communication with 
other nodes. Using dynamic routing, each node selects the 
optimal route to transmit signals to the destination node, 
considering factors like hop count, communication costs, and 
distance. Deploying the Mesh network effectively throughout 
an area enhances signal coverage and improves data 
transmission efficiency. Additionally, in the event of a node 
failure, the remaining nodes autonomously explore new routes 
to reach the destination. This autonomous behavior, self-
discovery, enables nodes to find alternative paths for 
uninterrupted communication. 

LoRa Mesh [4] technology offers significant advantages 
over LoRa point-to-point communication, providing extended 
coverage and cost savings. It operates independently of an 

internet connection, making it adaptable to various 
environments. Nodes in the network automatically establish 
communication connections, eliminating the need for manual 
administration. The system's major limitation lies in the power 
supply to the devices, which can reduce node service time 
during high communication loads. However, this limitation is 
effectively mitigated with a primary focus on low-speed 
communication rather than image or video data. Overall, 
LoRa Mesh technology offers a flexible and efficient solution 
for wireless communication in challenging environments. 

D. Ad hoc On-Demand Distance Vector (AODV) Routing 
Protocol 
Ad hoc On-Demand Distance Vector (AODV) routing 

protocol [5] is a reactive protocol designed for use in mobile 
ad hoc networks (MANETs). It enables nodes to dynamically 
discover and maintain routes to other nodes in the network on 
an as-needed basis. AODV utilizes hop count as the decision 
metric for routing information, selecting the route that 
provides the minimum number of hop counts to the 
destination node. AODV uses route discovery and route reply 
messages to find the shortest path from the source node to the 
destination node, shown in Fig.3. The source node initiates 
route discovery by broadcasting a route request (RREQ) 
message with a path cost field. Each node receives the 
message updates the path cost, and re-broadcast. When the 
destination node receives a route request, it compares the ‘path 
cost’ field against previously received route request 
commands. If the path cost stored in the route request is better 
than any previously received, the destination node transmits a 
Route Reply (RREP) message back to the source node through 
the intermediate node. 

 
Fig. 3. AODV route discovery and route reply process [5].  

E. LoRa and LoRa Mesh Applications 
LoRa Mesh technology has been applied to reduce the 

maintenance costs of emergency power systems in office 
buildings [6], which can be costly and challenging to monitor. 
The solution integrates a LoRa wireless network with 
emergency lighting to enable collaboration and information 
exchange within the network. If one of the emergency lights 
is broken, the system can immediately notify the user, who can 
access and correct the issue. This helps reduce management 
costs. [7] developed a LoRa-based communication system, 
OWNGrid, for oil palm plantations. The system enables text 
and voice communication over long distances and low power 
consumption. The authors tested the system’s functionality 
and performance in a plantation area and identified that the 
system’s reliability needs to be improved. [8] presents a study 
on using LoRa technology to monitor the health of palm oil 
trees. The results show that the trunk and the canopy cause 
significant signal degradation and suggest that more research 
is needed to develop accurate path loss models for LoRa-IoT 
applications in palm-oil plantations. [9] developed an 
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emergency notification system using an ESP32 board and 
LoRa technology to address the problem of being stuck in a 
lift during an emergency and difficulty in requesting help due 
to mobile signal blockage by lift walls. The prototype device 
was developed in two models: the first model operates in 
point-to-point mode, consisting of a receiver and a transmitter, 
while the second version adds a signal repeater to increase the 
range of the emergency signal. Experimental results showed 
that the second model had 12-50% higher signal transmission 
efficiency than the first version and could be applied to real-
life emergencies. The paper [10] compares the performance of 
ZigBee, LoRa, and IEEE1888 wireless communication 
technologies for community energy management systems. A 
hybrid system combining ZigBee and LoRa is proposed to 
balance high data rates and low power consumption. The 
results show that each technology has its strengths and can be 
used in different scenarios to achieve optimal performance. 
[11] explores the use of LoRa networks in Unmanned Aerial 
Vehicles (UAVs) for environmental monitoring. The method 
enables the rapid creation of large networks and is suitable for 
transmitting small amounts of data. The researchers designed 
a custom-slotted ALOHA Mesh protocol using LoRa and 
implemented custom software and hardware. The system uses 
multiple sensor nodes, including relays, gateways, and server 
networks. The results showed that with a minimized data rate 
of 0.293 kbps, the 1-hop transmission line exceeded 10 km, 
with a transmission delay of less than 6 seconds. The research 
[12] presents a protocol for using LoRa Mesh in a private 
network within an organization for IoT applications. The 
system supports communication between LoRa nodes and the 
LoRa gateway without the need for a service provider’s 
LoRaWAN. However, the research has limitations, as it lacks 
clear test results and performance comparisons with other 
protocols. [13] presents a study on creating an efficient 
communication system using LoRa technology for emerging. 
The proposed Mesh network can transmit communication 
signals stably and exchange data between multiple nodes. 
Experimental results demonstrate the effectiveness of the 
proposed method in providing robust communication services 
in remote or disaster-prone areas.  

The researchers propose to develop the LoRa technology 
used in the emergency notification system for passenger lifts 
at Prince of Songkla University, Phuket Campus [9]. The 
original system was unable to find a new route if the repeater 
is not working or if there is a problem with the service. In this 
paper, we propose to create a LoRa mesh network to increase 
the stability of the network service and the success rate of 
emergency notifications. 

III. PROPOSED SYSTEM 

A. System Architecture 
In this paper, we present the design of an emergency 

notification system using LoRa Mesh technology. The system 
architecture consists of alarm nodes (node 2 and node 4), a 
gateway node, and gateway neighbor nodes (node 1 and node 
3), as illustrated in Fig. 4; both use LoRa mesh connection 
technology to extend the network connection distance. Solid 
lines indicate the node connection in a range of signals, while 
dashed lines indicate that nodes are out of range. Each node 
connects and transmits data through other nodes, allowing the 
system to send out alerts even if one of the nodes is damaged. 
The node uses a route path from the proposed R-AODV 
(Reverse Ad-hoc On-demand Distance Vector) algorithm, 

modified from the AODV routing algorithm. The gateway 
acts as a central point for the emergency notifications system. 
It broadcasts a list of source nodes to the alarm nodes that can 
be used to calculate the shortest path to the gateway. 

 
Fig. 4. System architecture.  

B. Reverse Ad-hoc On-Demand Distance Vector (R-AODV) 
Routing Algorithm 
The difference between AODV and R-AODV is that in 

AODV, nodes send route requests to find a path to the gateway 
themselves, while in R-AODV the gateway node broadcasts a 
beacon message with the gateway address and a blank node 
list. This message is modified and minimized based on the 
route advertisement message [14]. When a node receives the 
beacon message, it adds its node address to the node list. Each 
node broadcasts the received message to neighbor nodes. 
Eventually, all nodes in the LoRa mesh network use the node 
list data to define the best route path to the gateway and an 
alternative path, used in case the main path is unavailable (e.g., 
if a node becomes detached from the mesh). Additionally, all 
nodes periodically broadcast “ready” messages to announce 
their online status to neighboring nodes. This process is 
helpful in maintaining an active route from the alarm node to 
the gateway node through the active nodes. We design the R-
AODV routing algorithm composed of three sub-algorithms 
running on a gateway, gateway neighbor node, and alarm 
node, illustrated in Fig. 5, 6, and 7.  

1) Gateway Node’s Algorithm: Fig. 5 shows that the 
gateway starts loading the default setting. It sends the 
message “R-AODV-Broadcast” to the surrounding nodes 
every 20 seconds. If there is an incoming message, it will 
check the message. For example, if the incoming message is 
“help,” it will contain the source address that sent the 
message and display the location on the monitor according to 
that address. And if an emergency response button is pressed, 
it will send the message “Gateway received” to the 
surrounding nodes. 

2) Alarm Node’s Algorithm: As shown in Fig. 6, the node 
starts by setting up the LoRa module and then sends an “R-
AODV-Ready” message to its neighboring nodes every 10-
14 seconds. If a message arrives, it checks what type of 
message it is. For example, if the message is an “R-AODV-
Broadcast” message, it enters the R-AODV function to store 
the path and forward it to its neighbors. Then, it checks what 
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paths it has and selects the shortest one as the destination for 
sending alerts.  

If the message is an “R-AODV-Ready” message, it stores 
the address of the neighboring node. If the message is a 
“Gateway received” message, a reply from the gateway, the 
node forwards the message to its neighbors. The node checks 
whether the address matches the receiver if the message is a 
“Help” message. If not, the node discards the message. If yes, 
the node forwards the message to the destination or gateway. 
When an alert is triggered, the node sends a “Help” message 
to the destination obtained from the R-AODV function. The 
sending will fail if the node does not have a destination in the 
system. The node status can be checked from the LED color. 
Red means not ready, green means ready.  

The node also switches the LED every time it sends a 
message to indicate success and counts the number of sending 
rounds. When it reaches the predefined number of rounds, the 
node resets its values and updates its destination to ensure that 
the destination node in the system is still operational. 

 
Fig. 5. Gateway node’s algorithm.  

3) Gateway Neighbor Node’s Algorithm: As shown in 
Fig. 7, when a node connected to the gateway receives an “R-
AODV Broadcast” message directly from the gateway, it 
stores the gateway address in its node list and forwards the 
message to its neighbors, excluding the gateway. The node 
will not update the gateway address if it receives a duplicate 
“R-AODV Broadcast” message. 

 

Fig. 6. Alarm node’s algorithm.  

C. Hardware Design 
1) Gateway device: As shown in Fig. 8, the gateway 

device uses esp32acts as a receiver of alerts from the node that 
triggers them. It is designed as a compact rectangular box that 
is easy to install and has a function that displays information 
on an OLED screen and a buzzer sound when an alert is 
triggered by the device that sends the data. It has a button for 
responding to the help request. The device can be opened 
inside for convenient battery charging and maintenance. The 
functions of the device are all shown on the screen. 
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2) Alarm/Node attached to Gateway device: As shown in 
Fig. 9, the alert device resembles the gateway but has an LED 
instead of an OLED screen to reduce energy consumption and 
increase usage time. It sends data to the gateway for display 
as sound and text. The device’s functions are listed in Table 
I. 

 

 

Fig. 7. Gateway neighbor node’s algorithm. 

 

Fig. 8. Gateway device. 

 

Fig. 9. Alarm/Gateway neighbor node device. 

 

TABLE I.  DEVICE FUNCTIONS 

Functions Alarm/Node 
attached gatewaya Gateway 

Alarm button Yes No 

Display notification No Yes 

LED status (Red/Green) Yes No 

Sound alarm Yes No 

Attenna Yes Yes 

LoRa module Yes Yes 
a. The alarm device and the node connected to the gateway are interchangeable. 

 

Fig. 10. Experiment setups (scenarios 1 to 3). 

IV. RESULTS AND DISCUSSIONS 

A. Experiment setups and results 
The researchers designed and tested the system in three 

scenarios (20 times/scenario): Scenario 1, where the alert 
device triggers an alert from a node that receives a signal 
directly from the gateway and checks if it can send a signal to 
the gateway directly using the point-to-point technique. 
Scenario 2, where the alert device triggers an alert from a node 
that does not receive a signal from the gateway and checks if 
it can send a signal to the gateway using the multi-hop 
technique and select the shortest path among two possible 
paths to the gateway. Scenario 3, where a node stops working, 
checks if the node can use an alternative path to send a signal 
to the gateway if the main path fails. The average delay to send 
an emergency alert in scenarios 1, 2, and 3 are 0.82s, 1.54s, 
and 11.65s, respectively. Scenario 2 takes longer than 
Scenario 1 because the alarm node is not located next to the 
gateway, so the signal must be transmitted through other 
nodes. Scenario 3 takes the longest time because when some 
nodes stop working (node no. 1 or node no. 3), it takes time to 
find a new path. Therefore, sending a signal from the alarm 
node requires a new path, such as when node no.1 stops 
working, node no.2 sends an emergency alert through node 
no.4 to node no.3 and the gateway in sequence. The 
experiment setups and results are shown in Fig. 10 and Table 
II. 
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B. Evaluation of users satisfaction 
The proposed prototype was tested by users at Prince of 

Songkla University, Phuket Campus. A total of 20 real users 
interested in using the system participated in the test. The 
system was tested one person at a time, with a focus on testing 
the emergency alert function. The test only involved triggering 
alerts from the alert device, not from the node attached to the 
gateway. The criteria for interpreting the average user 
satisfaction score are as follows: highest (4.51-5.00), high 
(3.51-4.50), moderate (2.51-3.50), low (1.51-2.50), and 
lowest (1.00-1.50). The average user satisfaction evaluation 
score was good at 4.31 out of 5, as shown in Table III. 

TABLE II.  EXPERIMENT RESULTS 

Test cases Setup Result 
Scenario 1: Point-to-
Point (gateway and 
gateway neighbor 
node) 

Press alert 
button from  

gateway 
neighbor node 

Success (average delay = 
0.82s, distance=50m or 

100m) 

Scenario 2: Multi-hop Press from 
alarm node 

Success, the alarm node 
chooses the shortest path 
to the gateway (average 
delay=1.54s, 
distance=180m or 230m) 

Scenario 3: Turn off 
one of the gateway 
neighbor nodesb. 

Press from 
alarm node 

while one of 
gateway 

neighbor node 
turn off 

For instance, when node 
no.1 is turned off, the 
alert message 
transmission from node 
no.2 initially fails (with 
the current best route 
from node no.2 to the 
gateway) but eventually 
succeeds after the node 
is reset or delayed. This 
occurs because node 
no.2 waits for the 
timeout to expire before 
recalculating the optimal 
route (from node no.2 to 
node no.4, node no.3, 
and finally to the 
gateway). The average 
delay from the alarm 
node is 11.65s with a 
maximum distance of 
230m/330m. 

b. Node no.1 and node no.3 

TABLE III.  EVALUATION OF USERS SATISFACTION 

Function tests Average SD Level of 
Satisfaction 

Ease of use 3.5 2.0 Moderate 

R-AODV 
algorithm 4.3 0.5 High 

Success of alert 
system 4.5 0.5 High 

LoRa Mesh 4.2 0.8 High 

Be able to detect 
device status 4.5 0.5 High 

Be able to change 
a route path 4.7 0.5 High 

Practical benefits 4.5 0.5 High 

Solving research 
problem 4.3 0.5 High 

V. CONCLUSION 
In this research, the LoRa Mesh technology was studied as 

a backup emergency alert system in case the existing system 
fails due to signal blockage or device malfunction. The 
devices were tested for point-to-point and multi-hop data 
transmission. The multi-hop experiment showed that 
clustering nodes increased the range and coverage of the 
network, outperforming point-to-point communication with 
its limited capacity and constraints. The R-AODV algorithm 
enhanced node routing, enabling efficient selection of the 
shortest and alternative paths. Future planning includes 
improving the R-AODV algorithm for excellent stability and 
supporting multiple gateways. 
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Abstract— This work proposes a prototype of LPWAN cattle 
collars for monitoring cattle estrus, with the aim of collecting 
data on cattle behavior to enhance the accuracy of determining 
cattle estrus. These collars consist of two main components. The 
first component is the transmitter, responsible for transmitting 
the cattle’s sound data from the sound sensor (LMV324) and 
motion data from the gyro sensor module (MPU-9250), which 
are processed by the Seeeduino controller. This processing is 
done to refine the sensor data signal before transmitting it to the 
LoRa RFM95 module, which broadcasts it within the 925 MHz 
frequency bands to the second component. The second 
component is a receiver, comprising the LoRa RFM95 module 
and a 5 dB gain antenna, connected to the ESP32. This 
component serves the additional function of sending data over 
the internet to Google Sheets cloud. In comparison to the 
GM1351 standard sound level meter, the sound sensor used in 
the experiment exhibits an average inaccuracy of 3.84%. The 
data obtained from the cattle wearing the collars can be utilized 
to analyze their movement patterns, such as feeding, standing 
rest, and prone position. Furthermore, the sound data 
transmission to Google Sheets every five seconds was 
consistently successful. Consequently, valuable data regarding 
movements, vocalizations, and estrus behaviors can be derived 
from the results of the cattle collar test. This research sets the 
groundwork and offers significant assistance for future 
advancements aimed at improving the accuracy of determining 
cattle estrus timing. 

Keywords— cattle estrus, LPWAN, sound sensor, gyro sensor 
module 

I. INTRODUCTION  
Livestock farming plays a crucial role in the economy as 

it involves raising animals that are in high demand for various 
purposes, including consumption, processing, dressing, and 
decoration. Among the different types of livestock, cattle 
farming is particularly popular and can be pursued as a 
primary or secondary occupation. In most cases, the primary 
sources of income in cattle farming come from two main 
aspects: Part 1 involves the sale of beef (in the case of beef 
cattle) or the sale of milk (in the case of milk cattle), while 

Part 2 involves breeding cattle and selling the resulting 
calves, as shown in Fig. 1. A significant amount of research 
is dedicated to enhancing productivity and efficiency in cattle 
breeding and calf sales processes. The Basics of Heat (Estrus) 
Detection in Cattle [1] provides information about the estrous 
cycle of cattle. According to the research, during the first 6-
11 hours, the cattle experience the onset of heat, indicating 
their readiness for breeding. From 12 to 19 hours, the cattle 
are in heat and can be bred naturally, or one can wait for the 
optimal breeding time, which is between 20 to 28 hours after 

 
Fig. 1. The main sources of income for the cattle farmers. 

 
Fig. 2. The estrous cycle. 
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the onset of heat, for artificial insemination. After the 33rd 
hour, the cattle ceased to be in heat, as depicted in Fig. 2. 
Cattle farmers must patiently wait for the next estrus cycle, 
which typically occurs within 18 to 24 days. Furthermore, 
once a cow is successfully fertilized, it takes approximately 
280 days for gestation. The cattle will then enter into heat 
again around 30 to 50 days after calving, but new breeding 
should ideally commence after 60 days to allow for proper 
recovery. Therefore, in order to ensure that the optimal 
breeding time is not missed, extensive research has been 
conducted on methods for monitoring cattle estrus. 

The detection of cattle estrus signs can be categorized into 
two main types [2]. The primary sign of estrus involves 
monitoring cattle behavior while they are in a standing 
position, using devices such as pedometers and 
accelerometers to detect changes in their movement patterns. 
During estrus, cattle tend to exhibit increased activity, which 
can be detected through these devices. The secondary signs 
of estrus involve observing mounting, activity, and 
aggressive behaviors using acceleration technology 
integrated into the cattle’s collar. It has been observed that 
cows in estrus display a higher frequency of such behaviors. 
Detecting these secondary signs of estrus has proven to be 
effective in identifying estrus signals. One study utilized a 
detection model attached to the ears of dairy Holstein cattle 
to automatically identify estrus signals [3]. This model 
successfully detected estrus behaviors with minimal errors in 
estrus notification. Additionally, the concept of utilizing 
vocal behavior for cattle detection is introduced in [4-5]. In 
[4], the emphasis is on automating vocalization recording and 
caller identification in group-housed dairy cows. Conversely, 
in [5], a sound detection method is presented for identifying 
cows in estrus using machine learning technology. 

In the study described in [6], the efficacy of estrus alert 
systems was evaluated through experiments conducted on 
281 Holstein heifers and dairy cows. These animals were 
fitted with ear monitors to detect estrus signs at a dairy farm 
in Canada. The results showed a correct detection and 
prediction rate of 83.5%. Work [7] utilized two devices for 
monitoring estrus activity in pasture-based dairy cows. The 
FlashMate device was placed on the cow’s rump, near the tail 
ridge, while the Moomonitor device was an accelerometer-
based activity monitor worn around the cow’s collar. The 
Moomonitor transmitted data wirelessly and provided 
actionable data and estrus notifications through a dedicated 
app. The study found that the duration of FlashMate activity 
was positively associated with days in milk and pregnancy 
per artificial insemination. On the other hand, the duration of 
Moomonitor activity was negatively associated with total 
milk yield during the first five weeks of lactation.  

A wearable wireless vaginal sensor system was developed 
in [8] to enhance efficient and accurate estrus detection 
models. This system employed supervised machine learning 
based on sensing data. The device successfully detected 16 
out of 17 estrus periods with only one false detection, 
indicating a sensitivity and precision of 0.94. Several works, 
[9-10], discussed the limitations of estrus detection and the 
impact of behavioral silent estrus on the activity and feeding 
behavior of lactating cows. These studies found that cows 
spent less time resting and eating but more time walking 
during estrus. Various parameters, including the percentage 

of lying time, lying bouts, dry matter intake, feeding duration, 
and the number of visits to the feed, were reduced during 
estrus. However, only feeding duration showed a significant 
decrease during silent estrus. The research in [10] concluded 
that on the day of estrus, cows exhibited increased eating and 
activity behaviors, while resting and rumination activities 
decreased compared to their daily patterns. Fertile estrus was 
associated with 12% more high activity, 11% less resting 
time, and 6% less rumination time. Moreover, cows that 
returned to estrus after artificial insemination showed higher 
daily feeding and high activity periods, as well as reduced 
rumination and resting time during the estimated return to 
estrus period. In addition, data collection for cattle farming 
needs to cover a large area because cows are raised in both 
cattle stalls and pastureland. According to [11], LPWAN 
(Low Power Wide Area Network) technology is used, 
employing a 923 MHz LoRa module to transmit human 
health data to a database in the form of a wristband. It can 
communicate over a distance of more than 300 m and has a 
received data error rate of less than 5%. 

These studies collectively provide insights into the 
various methods and devices used for estrus detection in 
cattle, as well as their impact on behavior and productivity. 
This paper focuses on designing a prototype of cattle estrus 
detection model that utilizes data on cattle movement 
behavior collected through a gyro sensor and a sound sensor. 
The gyro sensor captures three-axis cattle movement data, 
while the sound sensor records the number of cattle 
vocalizations. Both modules are attached to the cattle collar. 
The collected motion and sound data are transmitted via an 
LPWAN network using a LoRa module operating frequency 
of 925 MHz. The data is then stored on the Google Sheets 
cloud. The collected data can be further analyzed to predict 
the timing of cattle estrus in real-time. 

II. METHODOLOGY 
The cattle estrous monitoring system comprises three 

main sections as shown in Fig. 3. The first section is the 
transmitter, which is responsible for collecting behavioral 

 
Fig. 3. The block diagram of the cattle estrous monitoring system. 

 
Fig. 4. The componance diagram of the cattle estrous monitoring 
system. 
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data from the sensing cattle. Those data are then transmitted 
using the LoRa network with frequency of 925 MHz. The 
second section is the receiver, which receives the transmitted 
data. Additionally, it acts as a bridge, converting the 
communication from the LoRa network to a 2.4 GHz WLAN 
network. This conversion is facilitated by a Wi-Fi module 
integrated into the ESP32 board. The final section is Cloud 
Storage, which stores the received data in the form of Google 
Sheets. This storage is achieved through an internet 
connection, allowing for seamless data recording and 
analysis. 

A. Transmitter Node 
In Fig. 4 (red dashed line rectangle), the transmitter node 

or data sensing part of the cow’s behavior is depicted, and it is 
divided into two functionalities. The first functionality 
involves detecting vocalizations behavior using a sound 
sensor (LMV324). This sensor is responsible for collecting 
data on the number of times of cow vocalizations. The analog 
data from the sensor is read through the pin A3 of the 
Seeeduino board. The obtained data is then processed by the 
Seeeduino board, which calculates the value of the sensor for 
loudness. This calculation is done by determining the value of 
the sensor in relation to the hearing threshold of the human ear 
using the dBA equation [12], as represented by (1). In this 
equation, the variable “sones” corresponds to the reading data 
obtained from the sound sensors. 

1033.2 log ( ) 28dBA sones= × +   (1) 

The second functionality is a gyro sensor (MPU-9250), 
which detects angular movement behavior along three axes: 
±x, ±y, and ±z. This sensor is connected to the Seeeduino 
board using the I2C communication protocol. The SDA and 
SCL pins of the sensor is connected to pin 4 and 5 of the 
Seeeduino board, respectively. Once the Seeeduino board 
receives and process data from both the sound sensor and the 
gyro sensor, it utilizes the LoRa Module (RFM95) to transmit 
the data. The LoRa Module operates at a frequency of 925 
MHz and is responsible for sending the data to the LoRa 
gateway. To power all the devices mentioned above, a 3.7 Volt 
5000mAh Lithium Polymer battery is used. This battery 
provides the necessary power for the operation of the sensors, 
Seeeduino board, LoRa Module, and other components of the 
system. To extend the operational lifespan of the proposed 
system, renewable energy solutions like flexible solar cells, 
designed to harvest energy from sunlight, and compact 
magnetic generators, designed to capture energy from cattle 
movements, are put into practical application. 

B. Receiver Gateway 
The receiver section is a LoRa Gateway that consists of 

two main components as shown in Fig. 4 (blue dashed line 
rectangle): a LoRa Module (RFM95) and an ESP32 
microcontroller. These boards utilize SPI communication 
between them, and those combine the features of both 
wireless communication technologies. The first 
communication technology is LoRaWAN, which offers 
advantages such as long-distance communication and low 
power consumption. However, it has a narrow bandwidth, 
limiting the amount of data that can be transmitted, and 
restricting communication to nodes within the same network. 
To overcome this limitation, LoRaWAN communication is 
supplemented by the second wireless communication 

technology, WLAN (Wi-Fi) which enables cross-network 
communication via the internet and provides a wider 
bandwidth, allowing for the transmission of larger data sets. 
However, WLAN has a limitation on wireless 
communication distance, typically not exceeding 200 m, 
between the user and the receiving device. By combining the 
capabilities of LoRaWAN and WLAN, the LoRa Gateway 
can take advantage of the long-distance and low-power 
benefits of LoRaWAN while leveraging the internet 
connectivity and higher bandwidth of WLAN for broader 
data transmission. 

C. Google Sheet Cloud Storage 
The cloud storage component is utilized to store the data 

that has been forwarded from the LoRa Gateway. In this case, 
the Google platform in the form of Google Sheets was used 
due to its easier data management. The example of data stored 
in Google Sheets is organized in TABLE I. , which each 
column representing specific information. The columns 
include the month, date, year, time, cattle angular motion data 
for all three axes (x, y, z), cattle vocalizations levels in unit of 
dBA, and received signal strength indicator (RSSI) value. 
The measurement of the RSSI value ensures signal 
transmission for not only the cattle inside the cattle house but 
also those in the wide-area field. The transmitter nodes 
transmit that data to Google Sheets every 5 seconds, with an 
additional estimated transmission time of 1-5 seconds. 
Consequently, the Google Sheets display a readout interval 
of 6-10 seconds between the reception of each dataset. This 
interval reflects the time it takes for the data to be received 
and recorded in Google Sheets. 

TABLE I.  EXAMPLE DETAIL OF GOOGLE SHEET.  

Month/Date/Year Time axis 
±x  

axis 
±y  

axis 
±z  

Sound 
(dBA) RSSI 

2/16/2023 11:59:41 -8 -90 56 100.87 -85 
2/16/2023 11:59:48 -19 -33 67 50.1 -92 

III. EXPERIMENTAL SETUP AND RESULT 
The prototype of the cattle estrous monitoring system 

shows in Fig. 5, comprising a transmitter (indicated by the 
orange dashed line) and a receiver (indicated by the blue 
dashed line). The enclosure box of the transmitter is open in 
the figure to reveal its internal components. All components 

 
Fig. 5. The prototype of the cattle estrous monitoring system, which 
consists of a transmitter and receiver placed in close proximity to 
capture a photo. 
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of the transmitter are situated within the enclosure box, which 
has dimensions of 130  90  50 mm3 and a total weight of 
300g. The experiment is divided into three parts based on the 
different functionalities and data collection processes. Part A 
focuses on collecting the movement behavior of the cattle 
using a gyro sensor. The gyro sensor is installed in the center 
of the enclosure box, beneath the microcontroller PCB board. 
The gyro sensor is responsible for detecting the angular 
movement along the x-, y-, and z-axes of the cattle. Data 
related to movement behavior is collected in this part, and this 
data can be further analyzed of cattle estrous. Part B involves 
collecting the vocalizations behavior of the cattle using a 
sound sensor. The sound sensor consisted of a small 
condenser microphone and a signal amplifier. To detect the 
cattle vocalizations, the microphone is installed inside the 
enclosure box with the front of the microphone facing 
outward through a fitting hole at the front of the longest side 
as shown in the inset of Fig. 5. The sound sensor detects the 
cattle’s vocalizations and records the corresponding data. The 
vocalizations behavior of the cattle is an important indicator 
of their estrus cycle, and this information is captured and 
analyzed. Part C pertains to the communication aspect of the 
system. This involves transmitting the sensing data to the data 
storage. This part ensures that the collected data is efficiently 
transmitted. By dividing the experiment into these three parts, 
the performance and accuracy of the proposed cattle estrous 
monitoring system can be thoroughly evaluated, providing 
insights into its functionality and effectiveness in detecting 
cattle behavior to analyzing the cattle estrus. 

A. Cattle Movement Behavior Experimental 
Fig. 6 shows the results of the efficiency and precision 

experiment conducted on the gyro sensor. The experiment 
involved setting the gyro sensor at angles ranging from 0º to 
-100º and 0º to +100º, with a 10º increment. The experiment 
was performed separately for both the x-axis and the y-axis. 
The figure displays a comparison between the set values and 
the actual readings obtained from the sensor. Additionally, 
the orange line represents the comparative error of the ±x-axis 
and the purple line represents the comparative error of the ±y-
axis. Fig. 7 shows the preliminary data illustrating the 
movement patterns of the cattle. From the preliminary results, 
when the x-axis value is negative, it can be interpreted that 
the cattle are bending their head down, which can be used to 
determine whether they are drinking or feeding (number 1 in 
Fig. 7). When the cattle are in a prone position, lying flat on 
the ground with their neck extended upwards, the x-axis value 
remains positive, and the z-axis value, approaching 0°. 
Indeed, it’s worth mentioning that in this cattle position, all 
axis values do not change significantly (number 2 in Fig. 7). 
Furthermore, when the cattle are changing the movement 
from lying down position to standing rest position, the x-axis 
value registers as positive, and the z-axis value approaches 
90º (number 3 in Fig. 7). The y-axis value indicates the head 
tilting to the left (positive) or to the right (negative), and it 
provides insights into the behavior of the cattle. 

B. Cattle Vocalizations Behavior Experimental 
Fig. 8 displays the sound level data from the experimental 

setup used for comparison. An experiment was conducted to 
evaluate the effectiveness and accuracy of the sound sensor. 

This experiment involved comparing the results obtained 
from the sensor with those acquired from a standard sound 
level meter, specifically the BENETECH model GM1351. 
The experimental results of the sound level revealed an 
average error of 3.84%, demonstrating the effective 
identification of vocalizations from cattle wearing the collar. 

After evaluating the effectiveness and precision of the 
sound sensor, further experiments were conducted to 
determine the loudness of sounds associated with 

 
Fig. 6. Comparison graph between gyro sensor reading and angle 
setting. 

 
Fig. 7. The data on google sheets show the movement behavior of 
cattle. 

 
Fig. 8. The vocalizations behavior data on Google Sheets. 
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vocalizations behavior exhibited by cattle wearing sensor-
equipped collars. Fig. 9 illustrates the results of these 
experiments along with corresponding loudness level ranges. 
In the figure, the orange band represents the range of 90 to 
110 dBA, which signifies the sound produced by cattle 
wearing the sensor collar. The yellow band indicates the 
vocalizations behavior of nearby cattle, with a loudness level 
ranging from 70 to 80 dBA. The light green band represents 
the highest noise level observed in a cattle house 
environment, which is approximately 60 dBA. On the other 
hand, the dark green band corresponds to the lowest noise 
level in the cattle house environment, ranging from 40 to 50 
dBA. For instance, when interpreting the sound level data, the 
sound level results in Fig. 8 assist in identifying which sounds 
correspond to the vocalizations of cattle equipped with 
collars, those from distant cattle, or noise levels observed 
within a cattle house environment. This interpretation is 
based on the range of sound levels provided in Fig. 9. It’s 
evident that the sound level of 100.79 dBA corresponds to the 
vocalizations of cattle equipped with collars, while the sound 
level around 80 dBA represents the vocalizations of distant 
cattle. Additionally, sound levels less than 60 dBA indicate 
noise within the cattle house environment. 

C. Efficiency and Distance of Communication System 
This experiment aimed to evaluate the effectiveness of 

system transmission distance by utilizing a cattle collar to 
broadcast data from multiple sensors. The setup involved 
implementing a LoRa Gateway antenna that supports a 
frequency of 925 MHz with a gain of 5 dBi. The antenna was 
positioned 2 m height above the ground. The experiment 
involved progressively increasing the distance between the 
LoRa Gateway and the cattle collar up to 350 m by 50 m 
increments. At each distance interval, the system’s ability to 
receive data from the cattle collar was evaluated. The process 
was repeated until the LoRa Gateway failed to receive data 
from the cattle collar. The experimental results determined 
that the system was capable of transmitting data up to 350 m. 
This implies that the LoRa Gateway successfully received 

data from the cattle collar when they were within this range. 
Additionally, during the experiment, the received signal RSSI 
value was displayed on the receiving side. The RSSI value 
provides information about the signal strength and can be 
utilized to assess the quality of the received signal. 

IV. CONCLUSION 
This work presents a designing the prototype of cattle 

estrous monitoring system to assist farmers in analyzing cattle 
behavior that indicates estrous symptoms. The system 
employs a prototype transmitter designed as a cattle collar, 
which is equipped with both a gyro sensor and a sound sensor. 
These sensors are used to monitor and analyze the movement 
and vocalization behavior of the cattle, respectively. The 
experimental results indicated that the monitoring of cattle 
movement behavior yielded an average error of 3.00% in 
representing initial cattle movement patterns. The average 
error for cattle vocalization levels was 3.84%, demonstrating 
the effective identification of vocalizations from cattle 
wearing the collar. The proposed system integrates 
LoRaWAN communication, employing a LoRa RFM95 
module as both the data transmitter and receiver. This 
capability allows for data transmission over a maximum 
distance of 350 m, making it well-suited for effectively 
covering both a cattle house and a wide-area field. Based on 
the information provided, the proposed system is well-suited 
for monitoring cattle estrus and has the potential for further 
development into an automated analysis system, which can 
aid in establishing an intelligent cattle house. 
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Abstract—The Internet of Things (IoT) represents one of the
pivotal technologies in our daily lives. Within these systems,
wireless communication plays an indispensable role in connect-
ing IoT devices. Consequently, signal modulation emerges as a
technique within wireless communication systems, enabling the
transmission of baseband signals at higher frequencies. Given
the array of modulation types, modulation classification comes
into play to differentiate the modulation type of the received
signal. Due to the presence of noise and attenuation, automatic
modulation classification (AMC) stands as the primary method
for such classification. AMC methods can operate without
requiring any prior knowledge regarding the received signal.
Multiple research groups have extended the depth of deep
learning (DL) models or augmented the neuron count in each
layer to enhance performance, albeit at the expense of increased
model complexity. To tackle this challenge, we present model
that merges the gated recurrent unit (GRU) and long short-
term memory (LSTM) architectures. Furthermore, data pre-
processing techniques, specifically Min-Max normalization and
fourth-order cumulant (FOC), have been employed to enhance
classification accuracy. The outcomes underscore that our pro-
posed model surpasses both LSTM and GRU models. Moreover,
the classification accuracy of normalized data outperforms that
of data without normalization.

Keywords—Fourth-Order Cumulant, Internet of Things,
Deep Learning, Gated Recurrent Unit, Long Short-Term Mem-
ory

I. INTRODUCTION

The Internet of Things (IoT) has indeed emerged as a
pivotal technology in our day-to-day existence, encompassing
applications such as smart homes, intelligent vehicles, and an
array of other sophisticated systems [1]. These IoT devices
establish communication and interaction channels with their
counterparts through the internet or other communication in-
frastructures, notably wireless communication systems. Cen-
tral to wireless communication systems is the employment
of modulation to facilitate the transmission of information
across communication channels. Modulation plays a pivotal
role in wireless communications by facilitating the transmis-
sion of baseband signals over higher frequencies. This pro-
cess involves encoding information from the baseband signal
into the carrier signal, yielding a passband signal well-suited

for transmission across communication channels. Moreover,
modulation serves to bolster the security of transmitted data.

Modulation classification serves as a technique designed to
categorize the modulation types of received signals. It finds
application in scenarios where the modulation type remains
unknown or prior knowledge about the received signal is in-
sufficient. This technique holds widespread relevance across
diverse domains, encompassing radio signal detection, spec-
trum monitoring, wireless communication systems, electronic
countermeasures (ECM), and military contexts [2].

Due to factors such as attenuation, noise, and other in-
terferences stemming from the inherent behavior of electro-
magnetic waves or unwanted signals present in the com-
munication channel, including wireless devices, automatic
modulation classification (AMC) stands out as the principal
method for categorizing modulation types. These interfer-
ences can induce alterations or disruptions in signal pa-
rameters, contributing to a diminished signal-to-noise ratio
(SNR). Presently, AMC is categorized into three distinct
types: modulation classification based on hypothesis testing,
modulation classification based on feature extraction, and
modulation classification based on deep learning (DL) [3].
This paper primarily centers on DL-based modulation clas-
sification, as it harnesses the capabilities of neural networks
(NN) to achieve accurate classification without the need for
prior signal knowledge.

DL represents a subset of machine learning (ML) centered
around artificial neural networks (ANNs), drawing inspiration
from the intricate structure and functionalities of the human
brain. The augmentation of layer count or neuron quantity
within each layer can significantly enhance classification
accuracy, as it enables the NN to grasp more intricate
data representations. However, this elevation in architecture
complexity must be duly acknowledged [4].

Within this paper, we introduce a novel approach for
modulation classification, encompassing the integration of
both long short-term memory (LSTM) and gated recurrent
unit (GRU) techniques. Additionally, we employ Min-Max
normalization and fourth-order cumulant (FOC) as data pre-
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processing methodologies. These techniques are strategically
employed to heighten the classification accuracy of DL
models while preserving the existing model structure intact.

II. RELATED WORKS AND OUR CONTRIBUTION

For recent years, there has been several works that have
proposed a DL architecture for the modulation classification
task.

In [5], the authors introduced a model for AMC centered
around LSTM. This model effectively categorizes incoming
signals utilizing amplitude and phase (A/P) data as input.
They concluded that the LSTM model demonstrated strong
performance when handling A/P data, yielding high accuracy
under conditions of elevated SNR. However, for situations
with lower SNR, a convolutional neural network (CNN)
exhibited superior accuracy. Furthermore, an innovative ap-
proach to automatic modulation recognition, involving the
fusion of in-phase and quadrature (I/Q) data with FOC repre-
sentation of modulated signals, was presented by the authors
in [6]. The novel data representation was put to the test using
both CNN and LSTM models. The findings highlighted that
this fresh data representation holds the potential to enhance
classification accuracy while showcasing increased resilience
to noise.

Additionally, the works in [7] delved into the domain of
AMC by introducing CNN, LSTM, and convolutional long
short-term deep neural networks (CLDNN). The CLDNN
model emerged as a notable advancement, driving classi-
fication accuracy improvements; however, it concurrently
raised the model’s complexity. The investigations carried
out in [8] shed light on CNN and CLDNN models. Their
objective revolved around reducing parameter count while
retaining comparable accuracy levels through alterations in
model architecture. The study also conducted a comparative
analysis between models using both non-normalized and nor-
malized data—specifically employing Z-Score normalization
(Standardization). The findings indicated an enhancement in
classification accuracy for CNN models with data normaliza-
tion compared to those without it.

To the best of our knowledge, this represents the inaugural
model for AMC that harmonizes two DL architectures: GRU
and LSTM. Moreover, we implemented data pre-processing
techniques, namely Min-Max normalization and FOC, to
elevate the overall model performance. To culminate our
study, we conducted a comparative analysis of classification
accuracy, leveraging graphical representations and confusion
matrices as evaluation tools.

III. METHODOLOGY

The workflow of this work is illustrated in Fig. 1. Firstly,
I/Q data was extracted from the dataset. Subsequently, we
transformed the data representation by converting the I/Q
data into A/P data. After that, Min-Max normalization was
applied with each signal being individually normalized. Next,
feature extraction using FOC to obtain the extracted features
was performed. These extracted features were then combined
with the A/P data to create a new data representation called
APFOC. Finally, this data representation was used as input

for the DL models to classify the modulation types. The DL
models used in our paper were LSTM-LSTM model, GRU-
GRU model, and our proposed model.

Fig. 1. Workflow of this work

A. Pre-Processing Techniques

The signals received within wireless communication sys-
tems can be articulated as:

r(t) = s(t) ∗ h(t) + n(t), (1)

where t signifies the time instant, s(t) represents the transmit-
ted signal, h(t) characterizes the channel impulse response,
and n(t) symbolizes the additive white Gaussian noise
(AWGN). The received signal, denoted as r(t), is frequently
expressed in the I/Q data format. Additionally, I/Q data can
be transmuted into alternative data representations, including
amplitude and phase. Amplitude pertains to the magnitude
or intensity of the signal, typically represented by the peak
height of the waveform. In contrast, phase encapsulates
the temporal alignment or timing of the signal within a
periodic waveform. Equations (2) and (3) are employed to
transform the I/Q data into amplitude data A and phase data
ϕ correspondingly as

A =
√
I2 +Q2, (2)

ϕ = arctan(Q/I), (3)

where I and Q denote the in-phase data and the quadrature
data, respectively.

1) Min-Max Normalization: In addition to the data repre-
sentation transformation, Min-Max normalization emerges as
an alternative data pre-processing technique. Min-Max nor-
malization operates by rescaling the data within a specified
range while preserving the inherent data relationships. The
normalized data is derived through application of the Min-
Max normalization formula, as defined by

x′ =
(x−min)

max−min
(max′ −min′) +min′, (4)
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processing methodologies. These techniques are strategically
employed to heighten the classification accuracy of DL
models while preserving the existing model structure intact.

II. RELATED WORKS AND OUR CONTRIBUTION

For recent years, there has been several works that have
proposed a DL architecture for the modulation classification
task.

In [5], the authors introduced a model for AMC centered
around LSTM. This model effectively categorizes incoming
signals utilizing amplitude and phase (A/P) data as input.
They concluded that the LSTM model demonstrated strong
performance when handling A/P data, yielding high accuracy
under conditions of elevated SNR. However, for situations
with lower SNR, a convolutional neural network (CNN)
exhibited superior accuracy. Furthermore, an innovative ap-
proach to automatic modulation recognition, involving the
fusion of in-phase and quadrature (I/Q) data with FOC repre-
sentation of modulated signals, was presented by the authors
in [6]. The novel data representation was put to the test using
both CNN and LSTM models. The findings highlighted that
this fresh data representation holds the potential to enhance
classification accuracy while showcasing increased resilience
to noise.

Additionally, the works in [7] delved into the domain of
AMC by introducing CNN, LSTM, and convolutional long
short-term deep neural networks (CLDNN). The CLDNN
model emerged as a notable advancement, driving classi-
fication accuracy improvements; however, it concurrently
raised the model’s complexity. The investigations carried
out in [8] shed light on CNN and CLDNN models. Their
objective revolved around reducing parameter count while
retaining comparable accuracy levels through alterations in
model architecture. The study also conducted a comparative
analysis between models using both non-normalized and nor-
malized data—specifically employing Z-Score normalization
(Standardization). The findings indicated an enhancement in
classification accuracy for CNN models with data normaliza-
tion compared to those without it.

To the best of our knowledge, this represents the inaugural
model for AMC that harmonizes two DL architectures: GRU
and LSTM. Moreover, we implemented data pre-processing
techniques, namely Min-Max normalization and FOC, to
elevate the overall model performance. To culminate our
study, we conducted a comparative analysis of classification
accuracy, leveraging graphical representations and confusion
matrices as evaluation tools.

III. METHODOLOGY

The workflow of this work is illustrated in Fig. 1. Firstly,
I/Q data was extracted from the dataset. Subsequently, we
transformed the data representation by converting the I/Q
data into A/P data. After that, Min-Max normalization was
applied with each signal being individually normalized. Next,
feature extraction using FOC to obtain the extracted features
was performed. These extracted features were then combined
with the A/P data to create a new data representation called
APFOC. Finally, this data representation was used as input

for the DL models to classify the modulation types. The DL
models used in our paper were LSTM-LSTM model, GRU-
GRU model, and our proposed model.

Fig. 1. Workflow of this work

A. Pre-Processing Techniques

The signals received within wireless communication sys-
tems can be articulated as:

r(t) = s(t) ∗ h(t) + n(t), (1)

where t signifies the time instant, s(t) represents the transmit-
ted signal, h(t) characterizes the channel impulse response,
and n(t) symbolizes the additive white Gaussian noise
(AWGN). The received signal, denoted as r(t), is frequently
expressed in the I/Q data format. Additionally, I/Q data can
be transmuted into alternative data representations, including
amplitude and phase. Amplitude pertains to the magnitude
or intensity of the signal, typically represented by the peak
height of the waveform. In contrast, phase encapsulates
the temporal alignment or timing of the signal within a
periodic waveform. Equations (2) and (3) are employed to
transform the I/Q data into amplitude data A and phase data
ϕ correspondingly as

A =
√
I2 +Q2, (2)

ϕ = arctan(Q/I), (3)

where I and Q denote the in-phase data and the quadrature
data, respectively.

1) Min-Max Normalization: In addition to the data repre-
sentation transformation, Min-Max normalization emerges as
an alternative data pre-processing technique. Min-Max nor-
malization operates by rescaling the data within a specified
range while preserving the inherent data relationships. The
normalized data is derived through application of the Min-
Max normalization formula, as defined by

x′ =
(x−min)

max−min
(max′ −min′) +min′, (4)

where x denotes the actual data, min denotes the minimum
value, max denotes the maximum value, max′ denotes the
new maximum scale, and min′ denotes the new minimum
scale.

2) FOC: An additional technique for data pre-processing
is the FOC, a statistical metric that characterizes the signal’s
structure [9]. Within our study, we employ c42 to encapsulate
the FOC between two signals. The process of extracting
features through FOC involves an initial transformation of
the data representation from I/Q data to a complex signal,
achieved via (5) [10]. Subsequently, (6) and (7) come into
play, serving as tools to compute FOC and elucidating the
functioning of the cumulant function cum(·), respectively.

s = I +
√

(−1)Q, (5)

c42 = cum(s, s, s∗, s∗), (6)

cum(p, q, r, s) = W −X − Y − Z, (7)

where s denotes the complex signal, I denotes the in-
phase data, Q denotes the quadrature data, s∗ denotes the
conjugate of complex signal. Further, W denotes E(pqrs),
X denotes E(pq)E(rs), Y denotes E(pr)E(qs), Z denotes
E(ps)E(qr), where E(·) signifies the expectation operation.

B. DL Models

1) LSTM Model: LSTM stands as a specialized variant
within the realm of recurrent neural network (RNN) architec-
ture. While RNNs were conceived to process sequential data,
particularly time series data, they confronted obstacles such
as the vanishing gradient and exploding gradient quandaries
when handling lengthy sequences. In response, the LSTM
architecture was introduced, encompassing ingenious cell
state and gating mechanisms devised to counter these chal-
lenges [11]. The cell state serves as a reservoir of memory,
enabling the preservation of information across extensive
sequences. An LSTM comprises three pivotal gates: the
input gate, the forget gate, and the output gate. The input
gate governs the infusion of fresh information into the cell
state. Conversely, the forget and output gates oversee the
elimination of specific information from the cell state and the
curation of information from the cell state for presentation
as the LSTM’s concealed state, respectively.

2) GRU Model: GRU engineered to overcome the lim-
itations of conventional RNNs. GRU was conceived as a
refinement over LSTM, streamlining its architecture while
adeptly managing extended data dependencies. It embodies
three core constituents: the hidden state, update gate, and
reset gate. Within the framework of GRU, two hidden states
emerge: the candidate hidden state and the ultimate hidden
state. The candidate hidden state arises from the fusion of
input and the preceding hidden state, a process controlled by
the reset gate. In tandem, the ultimate hidden state is dictated
by the update gate, which amalgamates the candidate hidden
state with the prior hidden state. As previously explored, the
update gate is pivotal in deciding which insights from the
candidate hidden state warrant assimilation into the former
hidden state, while the reset gate governs the omission of

specific information from the prior hidden state. Despite
boasting a reduced count of learnable parameters compared to
LSTM, GRU effectively attains performance commensurate
with its counterpart [12].

3) Performance Metric: In evaluating the classification
performance of the DL models, accuracy was adopted as the
assessment metric. Accuracy gauges the overall correctness
of the model’s classifications across all classes, and it is
mathematically expressed as

Accuracy =
TP + TN

TP + TN + FP + FN
, (8)

where TP denotes the count of true positives (TPs), TN
denotes the count of true negatives (TNs), FP denotes the
count of false positives (FPs), and FN denotes the count of
false negatives (FNs).

In this context, TP denotes an instance correctly classified
as positive for a specific class. Conversely, TN designates an
instance correctly classified as negative for a specific class.
On the contrary, FP signifies an instance incorrectly classified
as positive for a particular class, despite belonging to a
different class. Similarly, FN signifies an instance incorrectly
labeled as negative for a specific class, even though it actually
belongs to that class.

IV. RESULTS

A. Dataset

Within this paper, we have utilized the RadioML2016.10b
dataset [13], a firmly established benchmark dataset that finds
wide application in the evaluation of ML algorithms within
the domains of signal processing and wireless communica-
tions. The creation of the RadioML2016.10b dataset was
executed using the GNU Radio framework, encompassing
a rich spectrum of 10 modulation types. This assortment
includes 8 digital and 2 analog modulation types. Covering
SNR levels that span from -20 dB to 18 dB, in increments
of 2 dB, this dataset comprehensively encompasses a diverse
range of scenarios.

The digital modulation cohort encompasses binary phase
shift keying (BPSK), quadrature phase shift keying (QPSK),
8-phase shift keying (8PSK), 16-quadrature amplitude
modulation (16QAM), 64-quadrature amplitude modulation
(64QAM), Gaussian frequency shift keying (GFSK), con-
tinuous phase frequency shift keying (CPFSK), and pulse
amplitude modulation with 4 levels (PAM4), while the
analog counterparts include wideband frequency modulation
(WBFM) and amplitude modulation with double-sideband
(AM-DSB). These modulation types find widespread appli-
cation in the landscape of wireless communication systems
[14]. Notably, the dataset encompasses diverse channel en-
vironments, encompassing AWGN, multi-path fading, and
Rayleigh fading.

Each signal within the dataset is encoded in a 2 × 128
format, corresponding to the in-phase and quadrature compo-
nents of the I/Q data. This comprehensive dataset comprises
a total of 6,000 signals per modulation type per SNR level.
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B. Experimental Setup
In the initial phase, our attention was directed towards

five distinct digital modulation types: GFSK, BPSK, QPSK,
64QAM, and PAM4, all of which were examined across
a varied SNR spectrum spanning from -10 dB to 10 dB.
These modulation types bear noteworthy relevance within the
context of IoT devices and communication systems.

Subsequent to this, we engaged in a randomized selection
procedure, extracting 4,200 signals for each modulation type
at every SNR level to constitute the training dataset, while
the residual signals were reserved for the testing dataset.
Consequently, the training dataset amassed a collective total
of 231,000 signals, serving as the training substrate for our
LSTM, GRU, and proposed models. In parallel, the testing
dataset comprised 9,000 signals for each SNR level. Follow-
ing this dataset partition, we executed a data representation
transformation, converting the I/Q data into A/P data. To
ensure consistent scaling, we applied Min-Max normalization
to the A/P data, confining it within the range of -1 to 1.
This normalization process was separately carried out for
both the amplitude and phase data within each individual
signal. Subsequently, extracted features were computed via
FOC analysis. The normalized A/P data was then combined
with these extracted features, yielding a composite dataset
termed APFOC. As a result, the input data shape for each
signal materialized as a 3 × 128 array.

For the LSTM model, we devised a 2-layer architecture,
comprising LSTM units called LSTM-LSTM model, fol-
lowed by a singular fully connected (dense) output layer. To
preempt the potential concern of overfitting, a dropout layer
was judiciously introduced between the LSTM layers. The
architecture of the LSTM model is detailed in Fig. 2.

Fig. 2. An LSTM-LSTM model structure

Similar to the LSTM model, the structure of a GRU model
encompassed two GRU layers called GRU-GRU model,
subsequently succeeded by a singular dense output layer.
To mitigate potential overfitting, the inclusion of a dropout
layer was deemed essential. A comprehensive depiction of
the GRU architecture can be found in Fig. 3.

Our proposed model’s architecture is illustrated in Fig. 4.
It had a GRU layer following with an LSTM layer with cell
sizes of 256 and 128 nodes in the cell, respectively. The last
layer of the proposed model served as the output layer, which
is a dense layer with five nodes. Before an LSTM layer, we
placed a dropout layer.

Fig. 3. A GRU-GRU mdodel structure

Fig. 4. Proposed model’s structure

C. Results & Discussion

Three distinct DL models were employed to undertake the
classification of the five modulation types. The outcomes
garnered from all three models are visually presented in
the form of graphs illustrating the correlation between SNR
levels and classification accuracy, as showcased in Fig. 5.
In terms of the dataset aspect, it was discerned that the
classification accuracy of the normalized APFOC data, as
depicted in Fig. 5(b), surpassed the classification accuracy
observed with the APFOC data, as depicted in Fig. 5(a).
This advancement can be attributed to the utility of Min-
Max normalization, which uniformly recalibrates the data,
rendering it conducive for DL models.

When assessing the normalized data within the scope of
DL models, our proposed model emerges as a contender
that approaches the accuracy achieved by LSTM, all while
employing a reduced parameter count due to the GRU placed
in the first layer instead of LSTM. Furthermore, our proposed
model achieved its pinnacle accuracy within the SNR range
of -10 dB to -4 dB, surpassing the performance of other
models in this realm. Ultimately, the zenith accuracy rate
achieved by our proposed model reached 97.66%, with an
average accuracy of 75.83%. These figures notably outshine
the corresponding rates of both the LSTM-LSTM and GRU-
GRU models. This improvement is attributed to the diverse
architectures in our proposed model, which balances de-
pendencies between short-term and long-term information,
preventing overfitting.

The confusion matrices for our proposed model with the
APFOC data are shown in Fig. 6 to Fig. 8, corresponding
to SNR levels of -10 dB, 0 dB, and 10 dB, respectively.
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procedure, extracting 4,200 signals for each modulation type
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the residual signals were reserved for the testing dataset.
Consequently, the training dataset amassed a collective total
of 231,000 signals, serving as the training substrate for our
LSTM, GRU, and proposed models. In parallel, the testing
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ing this dataset partition, we executed a data representation
transformation, converting the I/Q data into A/P data. To
ensure consistent scaling, we applied Min-Max normalization
to the A/P data, confining it within the range of -1 to 1.
This normalization process was separately carried out for
both the amplitude and phase data within each individual
signal. Subsequently, extracted features were computed via
FOC analysis. The normalized A/P data was then combined
with these extracted features, yielding a composite dataset
termed APFOC. As a result, the input data shape for each
signal materialized as a 3 × 128 array.

For the LSTM model, we devised a 2-layer architecture,
comprising LSTM units called LSTM-LSTM model, fol-
lowed by a singular fully connected (dense) output layer. To
preempt the potential concern of overfitting, a dropout layer
was judiciously introduced between the LSTM layers. The
architecture of the LSTM model is detailed in Fig. 2.

Fig. 2. An LSTM-LSTM model structure

Similar to the LSTM model, the structure of a GRU model
encompassed two GRU layers called GRU-GRU model,
subsequently succeeded by a singular dense output layer.
To mitigate potential overfitting, the inclusion of a dropout
layer was deemed essential. A comprehensive depiction of
the GRU architecture can be found in Fig. 3.

Our proposed model’s architecture is illustrated in Fig. 4.
It had a GRU layer following with an LSTM layer with cell
sizes of 256 and 128 nodes in the cell, respectively. The last
layer of the proposed model served as the output layer, which
is a dense layer with five nodes. Before an LSTM layer, we
placed a dropout layer.

Fig. 3. A GRU-GRU mdodel structure

Fig. 4. Proposed model’s structure

C. Results & Discussion

Three distinct DL models were employed to undertake the
classification of the five modulation types. The outcomes
garnered from all three models are visually presented in
the form of graphs illustrating the correlation between SNR
levels and classification accuracy, as showcased in Fig. 5.
In terms of the dataset aspect, it was discerned that the
classification accuracy of the normalized APFOC data, as
depicted in Fig. 5(b), surpassed the classification accuracy
observed with the APFOC data, as depicted in Fig. 5(a).
This advancement can be attributed to the utility of Min-
Max normalization, which uniformly recalibrates the data,
rendering it conducive for DL models.

When assessing the normalized data within the scope of
DL models, our proposed model emerges as a contender
that approaches the accuracy achieved by LSTM, all while
employing a reduced parameter count due to the GRU placed
in the first layer instead of LSTM. Furthermore, our proposed
model achieved its pinnacle accuracy within the SNR range
of -10 dB to -4 dB, surpassing the performance of other
models in this realm. Ultimately, the zenith accuracy rate
achieved by our proposed model reached 97.66%, with an
average accuracy of 75.83%. These figures notably outshine
the corresponding rates of both the LSTM-LSTM and GRU-
GRU models. This improvement is attributed to the diverse
architectures in our proposed model, which balances de-
pendencies between short-term and long-term information,
preventing overfitting.

The confusion matrices for our proposed model with the
APFOC data are shown in Fig. 6 to Fig. 8, corresponding
to SNR levels of -10 dB, 0 dB, and 10 dB, respectively.

Fig. 5. Graphs between SNR levels in dB unit and accuracy in percentage
(%) unit (a) APFOC data (b) Normalized APFOC data

These matrices showed that the proposed model can classify
the modulation types better when the normalized data was
used, as mentioned previously, with Min-Max normalization
contributing equally to the data. Particularly, the accuracy
improvement from using normalized data reached 30.6% in
the case of 0 dB. Furthermore, our proposed model demon-
strated exceptional performance, achieving a 99% accuracy
in classifying GFSK at 10 dB.

V. CONCLUSION

In conclusion, this study introduces a groundbreaking hy-
brid model that seamlessly combines long short-term memory
(LSTM) and gated recurrent unit (GRU) architectures for
the precise task of modulation classification. Complemented
by the integration of Min-Max normalization and fourth-
order cumulant (FOC) data pre-processing techniques, this
approach enhances classification accuracy without compro-
mising the structural integrity of the model. The meticu-
lous process encompasses the transformation of in-phase
and quadrature (I/Q) data into amplitude and phase (A/P)
data, followed by customized normalization for each signal.
Subsequently, the integration of FOC-based feature extraction

Fig. 6. Confusion matrices of our proposed model at -10 dB (a) APFOC
data (b) Normalized APFOC data

yields pertinent information, seamlessly integrated with A/P
data to construct the model’s input.

The experimental results are remarkable, with the proposed
hybrid model attaining an impressive classification accuracy
of 97.66%. Notably, the introduction of Min-Max normal-
ization contributes significantly to classification accuracy
enhancement, leading to a noteworthy 30.6% improvement
over APFOC data without normalization.

In terms of future work, potential avenues involve the
exploration of advanced hybrid architectures, alternative data
pre-processing techniques and the integration of transfer
learning methods. Pursuing these directions could pave the
way for even more robust models with implications extending
to the enhancement of wireless communication systems and
beyond.
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Fig. 7. Confusion matrices of our proposed model at 0 dB (a) APFOC data
(b) Normalized APFOC data
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Fig. 7. Confusion matrices of our proposed model at 0 dB (a) APFOC data
(b) Normalized APFOC data
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Abstract — The ever-increasing need for intelligence applications 
capable of assisting human daily life has become a critical topic in 
current human everyday life. As the primary communication 
source, deep learning (DL) based speech recognition technique 
has spread in significant areas in education, transportation, and 
smart-home system. However, this technique has challenges as it 
requires numerous datasets and is difficult to implement on a low-
cost and low-power system on a chip microcontroller, i.e., ESP-32 
or Arduino. With its implementation in controlling the household 
device, a speech recognition system based on a convolutional 
neural network (CNN) and MFCC algorithm is proposed in this 
paper. Firstly, the audio datasets containing specified instructions 
(in Indonesian) are created, and their features are extracted using 
MFCC algorithms. Then, the CNN model trains the MFCC vector 
coefficients and saves them in the Hierarchical Data Format 5 File 
(h5). This CNN model is stored in the back-end part of the web 
application and accessed using Flask Python. The audio input 
(using .wav file format) is sent to the Flask using 
XMLHttpRequest (XHR) and processed to ESP-32 for controlling 
the devices. The simulation results, which contain six command 
words, showed that the selected model achieved 93 % accuracy 
and 28,39 ms response time.  

Keywords—MFCC, CNN, Voice, ESP-32, Web-Based Application 

I. INTRODUCTION 

The current era witnesses rapid and tremendous growth in 
technology. Various technological innovations continue to 
develop to facilitate humans to perform their activities 
effectively. The development of technology is fundamentally 
driven by human needs, necessitating that technological 
innovations be purposeful and aligned with these needs. 

Among the technologies undergoing significant 
development, today is biometric technology. Biometric 
technology utilizes human body parts—such as fingerprints, 
facial features, and retinal patterns—as parameters for 
authentication and individual character analysis in 
technological design [1]. However, less attention is directed to 

the human voice as a biometric technology. Voice signals are 
audible sound signals that can be measured over time and space 
[2]. 

These voice signals can be harnessed through an innovative 
technology commonly known as voice recognition. Voice 
recognition is a method utilized to control devices or systems 
using human speech or sound [3]. This technology is widely 
employed in automation control systems. In addition to voice 
recognition, voice signals can be utilized in Automatic Speech 
Recognition (ASR) systems, which involve developing 
computer or machine learning techniques to recognize spoken 
language [4]. ASR technology enables a computer to receive or 
acknowledge a source of voice or sound by processing spoken 
sentences into analog voice signals, which can be converted 
into digital form for pattern matching with pre-stored data on 
the computer or machine.  

Voice recognition technology is a breakthrough innovation 
that finds widespread applications today. Its popularity stems 
from its straightforward operation, which significantly assists 
human activities. One of its applications is in the automation of 
smart homes. A smart home is an intelligent housing 
innovation that allows the automatic control of household 
appliances using voice recognition. Voice recognition in smart 
homes may provide features such as automated lighting control 
and automatic door opening and closing. 

To make voice recognition technology in smart homes work, 
a device such as a microcontroller is required to control 
electronic household appliances. Common examples of such 
microcontrollers are NodeMCU, Arduino, and Wemos. The 
microcontroller receives user commands and converts them 
into voice signals. The voice signals are subsequently 
transmitted to the modules controlling the electronic household 
appliances installed in the smart home. Consequently, 
microcontroller-based voice recognition allows real-time 
control of electronic household appliances over the Internet. 

The advantages of voice recognition in smart homes include 
enabling users to control devices without strenuous physical 
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activity, as voice instructions can execute commands. This 
feature is especially beneficial for individuals who suffer from 
disabilities or have multiple tasks simultaneously. Therefore, 
we propose a voice recognition-based home appliance project. 
We designed a system that aims to control the on-off function 
of lamps in specific locations and manages the opening and 
closing of a door, as these are widespread tasks performed by 
household residents. With the proposed system, those tasks are 
estimated to become more accessible and flexible. The system 
is required to recognize the corresponding voice command to 
perform a task (e.g., opening a door).  

The study utilized machine learning methods for feature 
extraction and classification of voice signals. Feature 
extraction involves transforming digitalized sound vectors into 
characteristic feature vectors without losing the unique 
attributes of each sound. At the same time, classification 
methods in voice recognition technology aim to classify audio 
data based on training and testing results.  

In terms of feature extraction, one effective method for 
sound signal feature extraction is the Mel-Frequency Cepstrum 
Coefficient (MFCC) method. MFCC calculates cepstral 
coefficients of audio signals, drawing inspiration from the 
human auditory system [5]. This method is chosen for this 
study due to its efficacy in handling diverse sound signal 
variations while mimicking the human hearing system [6]. 
Whereas in terms of classification, some commonly used 
algorithms for sound signal classification include Support 
Vector Machine (SVM), Hidden Markov Model (HMM), 
Convolutional Neural Network (CNN), Long Short-Term 
Memory (LSTM), and other software-based methods. We 
opted to use a CNN-based classifier in this study. 

II. DATASET CONSTRUCTION 

A. Voice Command and Dataset 
The experiment uses voice commands in Indonesian 

recorded by fifteen people using a noise-cancellation 
microphone. These commands are consisted of two words and 
recorded based on a sampling rate of 48 kHz. The noise ratio is 
below 20 dB, and the audio file format is saved in waveform 
(wav) format. Each command is recorded ten times with a 
duration maximum of one second. The commands are spoken 
in Indonesian, with their purpose shown in Table 1.  

Each command is grouped in the same folder based on its 
name. The number of audio files saved in each folder is only 
460. Hence, the total files are 2760 used as input in Mel-
Frequency Cepstral Coefficients (MFCC) feature extraction. 
The training, test, and validation data percentages used in this 

experiment are 80%, 10%, and 10% of the total files, i.e. , 
respectively.  

TABLE I.  VOICE COMMAND FOR DATASET CONSTRUCTION 

Command 

(in Indonesian) 
Purpose 

Atas Nyala Turn on the lamp on the second floor. 

Atas Mati Turn off the lamp on the second floor. 

Bawah Nyala Turn on the lamp on the first floor. 

Bawah Mati Turn off the lamp on the second floor. 

Buka Pintu Open the door. 

Tutup Pintu Close the door. 

 
B. MFCC Feature Extraction  

The MFCC is adopted to extract spectral features based on 
human perception. For datasets, thirteen vector coefficients are 
generated for each command. In particular, the vector value [-
606.24146 104.383514 0.8850631 -3.7908576 1.2864062 -
14.573763 13.570291 -1.4182719 -7.4151416 17.062883 
4.931387 2.4222155 -12.446351] are extracted from the 
command atas nyala. The vector from all orders can be 
collected and saved with the same method in the JavaScript 
object notation (JSON) format. Technically, the extraction 
process is implemented using the Librosa library in Python. 
After gaining the features, the deep learning (DL) model 
construction using Convolution Neural Network (CNN) is 
applied in the following step.  

III. METHODS 

A. Model Building with Convolutional Neural Network 
In this part, the deep learning model based on CNN can be 

implemented using four steps, i.e., data pre-processing, model 
training, testing, extraction, and implementation. In step one, 
the datasets are split into three parts, i.e., 80 % for data training, 
10 % for each data validation, and testing. We can vary the data 
composition to achieve better accuracy. Second, the data is 
convolved in the model training with 64 filters of size 3x3 in 
the first layer. Next, the 32 filters of size 2x2 with the Relu 
activation function are applied in the second layer. Finally, the 
output class of each sound is determined from the output of a 
fully connected layer with the Softmax activation function. By 
adjusting the hyperparameter, the model training required an 
average of 40 epochs to maximize the model accuracy. Then, 
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activity, as voice instructions can execute commands. This 
feature is especially beneficial for individuals who suffer from 
disabilities or have multiple tasks simultaneously. Therefore, 
we propose a voice recognition-based home appliance project. 
We designed a system that aims to control the on-off function 
of lamps in specific locations and manages the opening and 
closing of a door, as these are widespread tasks performed by 
household residents. With the proposed system, those tasks are 
estimated to become more accessible and flexible. The system 
is required to recognize the corresponding voice command to 
perform a task (e.g., opening a door).  

The study utilized machine learning methods for feature 
extraction and classification of voice signals. Feature 
extraction involves transforming digitalized sound vectors into 
characteristic feature vectors without losing the unique 
attributes of each sound. At the same time, classification 
methods in voice recognition technology aim to classify audio 
data based on training and testing results.  

In terms of feature extraction, one effective method for 
sound signal feature extraction is the Mel-Frequency Cepstrum 
Coefficient (MFCC) method. MFCC calculates cepstral 
coefficients of audio signals, drawing inspiration from the 
human auditory system [5]. This method is chosen for this 
study due to its efficacy in handling diverse sound signal 
variations while mimicking the human hearing system [6]. 
Whereas in terms of classification, some commonly used 
algorithms for sound signal classification include Support 
Vector Machine (SVM), Hidden Markov Model (HMM), 
Convolutional Neural Network (CNN), Long Short-Term 
Memory (LSTM), and other software-based methods. We 
opted to use a CNN-based classifier in this study. 

II. DATASET CONSTRUCTION 

A. Voice Command and Dataset 
The experiment uses voice commands in Indonesian 

recorded by fifteen people using a noise-cancellation 
microphone. These commands are consisted of two words and 
recorded based on a sampling rate of 48 kHz. The noise ratio is 
below 20 dB, and the audio file format is saved in waveform 
(wav) format. Each command is recorded ten times with a 
duration maximum of one second. The commands are spoken 
in Indonesian, with their purpose shown in Table 1.  

Each command is grouped in the same folder based on its 
name. The number of audio files saved in each folder is only 
460. Hence, the total files are 2760 used as input in Mel-
Frequency Cepstral Coefficients (MFCC) feature extraction. 
The training, test, and validation data percentages used in this 

experiment are 80%, 10%, and 10% of the total files, i.e. , 
respectively.  

TABLE I.  VOICE COMMAND FOR DATASET CONSTRUCTION 

Command 

(in Indonesian) 
Purpose 

Atas Nyala Turn on the lamp on the second floor. 

Atas Mati Turn off the lamp on the second floor. 

Bawah Nyala Turn on the lamp on the first floor. 

Bawah Mati Turn off the lamp on the second floor. 

Buka Pintu Open the door. 

Tutup Pintu Close the door. 

 
B. MFCC Feature Extraction  

The MFCC is adopted to extract spectral features based on 
human perception. For datasets, thirteen vector coefficients are 
generated for each command. In particular, the vector value [-
606.24146 104.383514 0.8850631 -3.7908576 1.2864062 -
14.573763 13.570291 -1.4182719 -7.4151416 17.062883 
4.931387 2.4222155 -12.446351] are extracted from the 
command atas nyala. The vector from all orders can be 
collected and saved with the same method in the JavaScript 
object notation (JSON) format. Technically, the extraction 
process is implemented using the Librosa library in Python. 
After gaining the features, the deep learning (DL) model 
construction using Convolution Neural Network (CNN) is 
applied in the following step.  

III. METHODS 

A. Model Building with Convolutional Neural Network 
In this part, the deep learning model based on CNN can be 

implemented using four steps, i.e., data pre-processing, model 
training, testing, extraction, and implementation. In step one, 
the datasets are split into three parts, i.e., 80 % for data training, 
10 % for each data validation, and testing. We can vary the data 
composition to achieve better accuracy. Second, the data is 
convolved in the model training with 64 filters of size 3x3 in 
the first layer. Next, the 32 filters of size 2x2 with the Relu 
activation function are applied in the second layer. Finally, the 
output class of each sound is determined from the output of a 
fully connected layer with the Softmax activation function. By 
adjusting the hyperparameter, the model training required an 
average of 40 epochs to maximize the model accuracy. Then, 

accuracy, precision, and recall are set for evaluating model-
based-on the confusion matrix shown in Table II. 

TABLE II.  CONFUSION MATRIX 

Confusion Matrix 
Predicted Class 

Positive Negative 

True Class 
Positive TP FP 

Negative FN TN 

 
Mathematically, those parameters are measured based on the 
computed true positive (TP), true negative (TN), false positive 
(FP), and false negative (FN) values using 
 

Accuracy = �����
�����������

 × 100% (1)

Precision = ��
�����

 × 100% (2)

Recall = ��
�����

 × 100% (3)

 
Besides (1), (2), and (3), the response time is also used as a 
performance parameter of the model with the given real-time 
test data. Next, the model is saved in the h5 format to be easily 
further processed with different applications, e.g., web 
applications.  
B. Web-Based Application 

After training and evaluating the model, the web application 
is configured to receive the voice command from the user. The 
system configuration is depicted in Fig. 1. The development of 
web applications is composed of two main sub-systems, i.e., 
front-end and back-end. These two sub-systems are connected 
by the XMLHttpRequest (XHR) communication protocol. This 

protocol grants communication between the client and server is 
done asynchronously. The front-end system handles the user 
interface receiving the voice command. The back-end system 
dealt with the prediction function based on the audio input from 
the front-end system. Next, the audio input is processed in the 
Flask based on the DL model saved in the back-end, and the 
output signal is sent to the microcontroller (ESP-32) via an 
end-point HTTP request to control the electronic devices. In 
this case, the controlled devices are the lamp and servo motor. 
The servo motor can substitute the door lock actuator motor in 
the actual application.   
C. Hardware Planning 

The hardware consists of a microphone, ESP-32 
microcontroller, relay two channels, capacitor, and buzzer 
alarm. This circuit, shown in Fig. 2, controls two lamps and 
servo motors based on the HTTP request signal generated from 
the Flask to the ESP-32 microcontroller. The detailed pin 
connection between the component and ESP-32 is shown in 
Table III.  

TABLE III.  PIN OF COMPONENTS AND ESP-32 CONNECTION  

Component Pin 

Servo Motor 1 12 

Servo Motor 2 15 

Rellay 2 channel 14, 25 

Buzzer 18 

Elco Capacitor 1 uF EN 

 

Fig. 1   Front-end and back-end component for web development and 
its ESP-32 connection 

 

Fig. 2   Electric circuit installation  



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

152

The experiment deployed a house miniature to place the 
electronic devices in the proper place, validated by authentic 
voice commands to mimic as closely as the actual scenario. In 
more detail, the voice commands "atas nyala" and "atas mati" 
will turn on and -off the lamp on the second floor of the 
miniature, respectively. Meanwhile, the commands "bawah 
nyala" and "bawah mati" will turn on and -off the lamp on the 
first floor, respectively. While the commands "buka pintu" and 
"tutup pintu" are responsible for opening and closing the door 
installed on the first floor, respectively.  

IV. EXPERIMENT AND RESULTS 

A. Hardware Implementation 
The hardware installation is depicted in Fig. 3. Fig. 3a is the 

wiring implementation of Fig. 2. It consists of 1) loads (two 
lamps and motors), 2) a processing system, and 3) a power 
source. As shown in Fig. 3b, the processing system module is 
comprised of 1) ESP-32 microcontroller, 2) Pin header, 3) Two 
channel relay, 4) electronic capacitor 1 𝜇𝜇F, and 5) Buzzer 
Alarm. Fig 3c is the miniature two-story house where the 
module and the loads are located. The detailed installation is 
available in Fig. 3d.  

B. Web-Based Application Interface 

The user can control the loads in Fig. 3d using the interface 

built based on the system in Fig. 1. The voice command user 

interface and its recording process are shown in Fig. 4a and 4b, 

respectively. From all the voice commands shown in Table I, 

the authors evaluated using this interface from the fifteen 

people for each class. Hence, there are 600 experiments in total. 

By computing the time response in each class, the system gives 

the average 28,39 ms time response.  

C. Model Architecture and Performance Evaluation 
The CNN sequential model architecture and its performance 

measurement are evaluated in this part. The main layer used in 

this architecture consists of the convolution layer (conv2d), 

max polling layer (max_pooling2d_2), and flatten layer. Note 

that, the total number of parameters for the model training is 

46.726. It consists of 46.470 trainable and 256 non-trainable 

parameters. The 2760 datasets are split into the training, 

validation, and testing data. This composition is shown in 

Table IV.  

 
(a) 

 

(b) 

Fig. 4   Voice command user interface 

  
(a) (b) 

 

 

(c) 

 

(d) 

Fig. 3   Hardware installation: a) Wiring implementation, b) Processing 
system module, c) Two-storey miniature house from front view, d) 

Electronic module and loads installation from behind view 
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The experiment deployed a house miniature to place the 
electronic devices in the proper place, validated by authentic 
voice commands to mimic as closely as the actual scenario. In 
more detail, the voice commands "atas nyala" and "atas mati" 
will turn on and -off the lamp on the second floor of the 
miniature, respectively. Meanwhile, the commands "bawah 
nyala" and "bawah mati" will turn on and -off the lamp on the 
first floor, respectively. While the commands "buka pintu" and 
"tutup pintu" are responsible for opening and closing the door 
installed on the first floor, respectively.  

IV. EXPERIMENT AND RESULTS 

A. Hardware Implementation 
The hardware installation is depicted in Fig. 3. Fig. 3a is the 

wiring implementation of Fig. 2. It consists of 1) loads (two 
lamps and motors), 2) a processing system, and 3) a power 
source. As shown in Fig. 3b, the processing system module is 
comprised of 1) ESP-32 microcontroller, 2) Pin header, 3) Two 
channel relay, 4) electronic capacitor 1 𝜇𝜇F, and 5) Buzzer 
Alarm. Fig 3c is the miniature two-story house where the 
module and the loads are located. The detailed installation is 
available in Fig. 3d.  

B. Web-Based Application Interface 

The user can control the loads in Fig. 3d using the interface 

built based on the system in Fig. 1. The voice command user 

interface and its recording process are shown in Fig. 4a and 4b, 

respectively. From all the voice commands shown in Table I, 

the authors evaluated using this interface from the fifteen 

people for each class. Hence, there are 600 experiments in total. 

By computing the time response in each class, the system gives 

the average 28,39 ms time response.  

C. Model Architecture and Performance Evaluation 
The CNN sequential model architecture and its performance 

measurement are evaluated in this part. The main layer used in 

this architecture consists of the convolution layer (conv2d), 

max polling layer (max_pooling2d_2), and flatten layer. Note 

that, the total number of parameters for the model training is 

46.726. It consists of 46.470 trainable and 256 non-trainable 

parameters. The 2760 datasets are split into the training, 

validation, and testing data. This composition is shown in 

Table IV.  

 
(a) 

 

(b) 

Fig. 4   Voice command user interface 

  
(a) (b) 

 

 

(c) 

 

(d) 

Fig. 3   Hardware installation: a) Wiring implementation, b) Processing 
system module, c) Two-storey miniature house from front view, d) 

Electronic module and loads installation from behind view 

TABLE IV.  THE NUMBER OF DATA SPLITTING: TRAINING, VALIDATION, 

AND TESTING  

Voice command 

(see Table I) 

Datasets 

Label Training 

Data 

Validation 

Data 

Testing 

Data 

Atas Nyala 0 373 42 46 

Atas Mati 1 372 41 46 

Bawah Nyala 2 372 42 46 

Bawah Mati 3 372 42 46 

Buka Pintu 4 373 41 46 

Tutup Pintu 5 373 41 46 

Total 6 2235 249 276 

During training, two critical parameters, epoch, and batch size, 

are required to maintain better accuracy. Table V shows how 

the different batch size affects the accuracy performance using 

40 epochs. 

TABLE V.  THE BATCH SIZE AND ACCURACY  

Batch Size Accuracy (%) 

10 92,11 

20 93,11 

30 92,84 

40 92,11 

TABLE VI. ACCURACY AND LOSS FOR TRAINING AND TESTING DATA 

Epoch 

Training Data Testing Data 

Accuracy Loss 
Validation 

Accuracy 

Validation 

loss 

1 0,3839 1,6968 0,4016 1,5182 

2 0,6600 1,0532 0,6426 1,0457 

… … … … … 

… … … … … 

36 0,9964 0.0970 0.9318 0.2431 

37 0,9955 0.0994 0.9311 0.2435 

 

It can be concluded from Table V that the number of batch 

size 20 gives better accuracy, i.e., 93,11 %. The accuracy and 

loss based on training and test data are depicted in Table VI. 

The precision for the two split data reached the maximum 

number at 37 epochs out of 40, i.e., 99.55 % accuracy for 

training data and 93.11 % for testing data. The training process 

is automatically stopped earlier than the given number of 

epochs. In other words, an early stopping procedure is adopted 

in this training process. This process can effectively reduce 

overfitting during the training of the neural network model.   

Next, the confusion matrix is evaluated to show the predicted 

label compared with the true label. Different measures such as 

precision, accuracy, recall, and F1-score were computed to 

quantify the quality of the model.  

 

Fig. 5  The confusion matrix from the data testing in Table IV  

Fig. 5 illustrates the confusion matrix of the six classes (from 

class labelled 0 to 5). It has been established from the figure 

 
Fig. 6  General report of precision, recall, F1-score and accuracy 
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that the predicted value is more than 41 of 46 training data in 

Table IV. This result indicates the better accuracy of the CNN 

model. In particular, the general report is shown in Fig. 6. 

D. Hardware Testing 
After evaluating the model, the hardware testing is 

implemented using the workflow shown in Fig. 7. The voice 

command used in this case is "atas nyala". Fig. 8 shows the 

web application's prediction results and output, i.e., lamp 2 

turning on. Note 

V. CONCLUSIONS 

This paper implements and evaluates the MFCC and CNN 

algorithm based on voice commands from the web application 

interface. The 2760 datasets using Indonesian words are split 

into training, validation, and testing. The low-cost and low-

power ESP-32 microcontroller is implemented to control the 

electronic devices based on the CNN model implemented in the 

back-end part of the web. As a result, the model achieves 93 % 

accuracy and 28,39 ms response time using the six command 

words. Each has a one-second duration and it is recorded in a 

very low-noise environment such in the house environment.  
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that the predicted value is more than 41 of 46 training data in 

Table IV. This result indicates the better accuracy of the CNN 

model. In particular, the general report is shown in Fig. 6. 

D. Hardware Testing 
After evaluating the model, the hardware testing is 

implemented using the workflow shown in Fig. 7. The voice 

command used in this case is "atas nyala". Fig. 8 shows the 

web application's prediction results and output, i.e., lamp 2 

turning on. Note 

V. CONCLUSIONS 

This paper implements and evaluates the MFCC and CNN 

algorithm based on voice commands from the web application 

interface. The 2760 datasets using Indonesian words are split 

into training, validation, and testing. The low-cost and low-

power ESP-32 microcontroller is implemented to control the 

electronic devices based on the CNN model implemented in the 

back-end part of the web. As a result, the model achieves 93 % 

accuracy and 28,39 ms response time using the six command 

words. Each has a one-second duration and it is recorded in a 

very low-noise environment such in the house environment.  
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Abstract—Unmanned Aerial Vehicles (UAV) have emerged 
as versatile platforms, driving the demand for accurate 
modeling to support developmental testing.  This paper 
proposes data-driven modeling software for UAV. Emphasizes 
the utilization of cost-effective sensors to obtain orientation 
and location data subsequently processed through the 
application of data filtering algorithms and sensor fusion 
techniques to improve the data quality to make a precise model 
visualization on the software. UAV's orientation is obtained 
using processed Inertial Measurement Unit (IMU) data and 
represented using Quaternion Representation to avoid the 
gimbal lock problem. The UAV's location is determined by 
combining data from the Global Positioning System (GPS), 
which provides stable geographic coordinates but slower data 
update frequency, and the accelerometer, which has higher 
data update frequency but integrating it to get position data is 
unstable due to its accumulative error. By combining data 
from these two sensors, the software is able to calculate and 
continuously update the UAV's real-time position during its 
flight operations. The result shows that the software effectively 
renders UAV orientation and position with high degree of 
accuracy and fluidity. 

Keywords—Data-Driven Modeling, Data Filtering 
Algorithm, Sensor Fusion. 

I. INTRODUCTION 
Unmanned Aerial Vehicles (UAV) have rapidly evolved 

as a versatile platform for various applications [1]. The 
increasing demand for UAV development to solve complex 
environments necessitates raising the need to develop 
accurate and reliable simulation models that faithfully 
represent the dynamic behavior of the UAV. An accurate 
simulation model of UAV that has been tested allows 
developers to perform cost-effective analysis and evaluation 
while also validating the performance of UAV under real-
world scenarios. Analyzing UAV behavior under various 
real-world scenarios is expensive, time-consuming, and 
requires extensive planning. Moreover, it is very risky 

because there is a chance that UAV fails due to plenty of 
reasons with no data collected.  

Traditional analysis often requires human intervention 
and many simplifications that do not fully capture the 
complexity of real-world scenarios. Traditional modeling, 
such as using a camera to capture UAV orientation, only 
gave us visual representation. As the result, we cannot 
simulate what is happening on the UAV using numerical 
data. On the other hand, simulation-based analysis gave us 
visual representation and numerical data that can be used to 
calculate and analyze further.  

Accurate modeling of UAV’s dynamics is challenging 
due to their complexity and sensitivity to external factors 
such as noise. In this paper, Sensor fusion techniques are 
used to overcome those issues. Sensor fusion integrates data 
from multiple sensors, providing more comprehensive 
understanding of the UAV orientation and position. The 
most used sensor fusion algorithm is complementary filter 
[2]-[4] and Kalman filter [5]-[7]. Complementary filter acts 
as a sensor fusion technique implemented in this paper since 
it does not use as many resources as Kalman filter [8], and it 
could perform very well if the parameters are well 
configured [9]. The UAV model can be more reliable and 
accurate by fusing Inertial Measurement Unit (IMU) data 
and position information from sensors such as the Global 
Positioning System (GPS). Quaternion representation is 
used to represent the UAV orientation. One of the key 
benefits of using quaternion is their ability to avoid the 
gimbal lock problem found in Euler angles representation 
[10]. Gimbal lock describes a condition in which one of the 
rotation axes becomes aligned with another, leading to a loss 
of a degree of freedom in the representation [11]. On the 
other hand, position data is obtained by combining 
accelerometer and GPS data. The accelerometer data, which 
captures the acceleration of the UAV, is processed through a 
series of steps to extract position-related information. 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

156

Double integration is employed to derive velocity and 
subsequently integrate it again to obtain position estimates. 
Filtering techniques are applied to reduce error 
accumulation and improve the accuracy of the integration 
process. It will be covered later how these filters work. 
These filters aim to remove noise from the accelerometer 
data. 

This proposed model has the ability to simulate UAV 
orientation and location from a three-dimensional point of 
view, having high accuracy and lightweight software. 
Three-dimensional points of view play a crucial role in 
simulating UAV behavior, allowing users to monitor UAV 
orientation based on different points of view. High accuracy 
is also important since it is achieved using simple and 
inexpensive sensors. Lastly, the proposed software is 
lightweight, improving UAV modeling performance.  

This paper is organized into six different sections. The 
first section, "Introduction," highlights the significance of 
data-driven modeling in the context of UAV. It also 
provides an overview of the approach employed to develop 
the data-driven simulation. The second section, "System 
Overview," comprehensively examines the system's 
construction. The third section, "Concepts and Algorithm," 
explains all the concepts and algorithms used in this paper, 
including the sensor fusion and data filtering algorithms. 
Moving on to the fourth section, "Modeling," the paper 
explains how the UAV model is visualized. Furthermore, 
this section also explains all the features available on the 
software. The fifth section, "Result," presents the outcomes 
and findings. Finally, the paper concludes with the sixth 
section, "Conclusion." The key takeaways are summarized.  

II. SYSTEM OVERVIEW 

A. Overall System 
The overall system consists of several key components, 

including the GY-87 module, three microcontrollers 
ATmega328, u-blox M8N GPS module, and three 
nRF24L01 modules. The GY-87 module and u-blox M8N 
GPS module are crucial parts of the system since it is used 
to capture all the data. The GY-87 module includes the 
MPU6050 and HMC5883L. The MPU6050 sensor acts as 
an accelerometer and gyroscope. The HMC5883L sensor 
allows the system to detect and measure the magnetic field. 
Two ATmega328 are responsible for processing data from 
those sensors and transmitting those data through wireless 
communication. Data transmitted from those two 
ATmega328 already undergoes data filtering algorithm apart 
from complementary filter. All algorithms will be explained 
in the next section.   

 Two ATmega328 are directly connected to two different 
sensors, one from the GY-87 module and the other one from 
u-blox M8N GPS module. The last ATmega328 acts as a 
receiver. Those three ATmega328 are connected to 
nRF24L01. Two nRF24L01 acts as transmitters from two 
different sensors, and one nRF24L01 acts as a receiver from 
both sensors. The overall system, as described in the 
paragraph earlier, is visualized in Fig. 1. This figure 
represents the components and their connections.  

 

Fig. 1. All components constructing the system.  

B. Orientation Data Processing 
Orientation data are acquired from processing 

accelerometer and gyroscope data from the GY-87 module. 
Data processing involves several distinct steps. 
Accelerometer data is processed using Low Pass Filter to 
reduce noise from high-frequency data since an 
accelerometer captures slow changes in motion and 
orientation. Meanwhile, gyroscope data is processed using 
High Pass Filter. This approach was chosen because 
gyroscopes are sensitive to low-frequency noise that can 
cause inaccurate estimation. After both accelerometer and 
gyroscope data are pre-processed using concepts above, 
those two different data are combined using complementary 
filter, resulting in Roll, Pitch, and Yaw representation in 
Euler Angle. Yaw representation is combined with compass 
data obtained from the HMC5883L sensor to maximize 
accuracy. After combining data using the abovementioned 
concept, Roll, Pitch, and Yaw data are represented in 
quaternion representation to avoid the gimbal lock problem. 
The visualization of the concept mentioned above is 
available in Fig. 2  

 

 

Fig. 2. Steps involved to process orientation data.  

C. Position Data Processing 
The processing of position data involves several steps. 

The accelerometer data, obtained from the MPU6050 sensor, 
is processed using Butterworth filter. After processing the 
data, it undergoes double integration. The first integration 
results in velocity, and the second integration results in 
displacement. This process essentially integrates the 
accelerometer data twice to obtain the position data. 
However, since double integration can accumulate errors 
over time, combining this information with other data 
sources is essential for improving accuracy. The processed 
accelerometer data is combined with GPS data using 
complementary filter. GPS data provides latitude and 
longitude measurements. Resulting in improved position 
estimation. The diagram for gathering and processing 
position data is visualized in Fig. 3.  
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Double integration is employed to derive velocity and 
subsequently integrate it again to obtain position estimates. 
Filtering techniques are applied to reduce error 
accumulation and improve the accuracy of the integration 
process. It will be covered later how these filters work. 
These filters aim to remove noise from the accelerometer 
data. 

This proposed model has the ability to simulate UAV 
orientation and location from a three-dimensional point of 
view, having high accuracy and lightweight software. 
Three-dimensional points of view play a crucial role in 
simulating UAV behavior, allowing users to monitor UAV 
orientation based on different points of view. High accuracy 
is also important since it is achieved using simple and 
inexpensive sensors. Lastly, the proposed software is 
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Two ATmega328 are responsible for processing data from 
those sensors and transmitting those data through wireless 
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ATmega328 already undergoes data filtering algorithm apart 
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receiver. Those three ATmega328 are connected to 
nRF24L01. Two nRF24L01 acts as transmitters from two 
different sensors, and one nRF24L01 acts as a receiver from 
both sensors. The overall system, as described in the 
paragraph earlier, is visualized in Fig. 1. This figure 
represents the components and their connections.  
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B. Orientation Data Processing 
Orientation data are acquired from processing 

accelerometer and gyroscope data from the GY-87 module. 
Data processing involves several distinct steps. 
Accelerometer data is processed using Low Pass Filter to 
reduce noise from high-frequency data since an 
accelerometer captures slow changes in motion and 
orientation. Meanwhile, gyroscope data is processed using 
High Pass Filter. This approach was chosen because 
gyroscopes are sensitive to low-frequency noise that can 
cause inaccurate estimation. After both accelerometer and 
gyroscope data are pre-processed using concepts above, 
those two different data are combined using complementary 
filter, resulting in Roll, Pitch, and Yaw representation in 
Euler Angle. Yaw representation is combined with compass 
data obtained from the HMC5883L sensor to maximize 
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C. Position Data Processing 
The processing of position data involves several steps. 

The accelerometer data, obtained from the MPU6050 sensor, 
is processed using Butterworth filter. After processing the 
data, it undergoes double integration. The first integration 
results in velocity, and the second integration results in 
displacement. This process essentially integrates the 
accelerometer data twice to obtain the position data. 
However, since double integration can accumulate errors 
over time, combining this information with other data 
sources is essential for improving accuracy. The processed 
accelerometer data is combined with GPS data using 
complementary filter. GPS data provides latitude and 
longitude measurements. Resulting in improved position 
estimation. The diagram for gathering and processing 
position data is visualized in Fig. 3.  

 

Fig. 3. Steps involved to process position data.  

 Additional calculations are needed to convert 
accelerometer data to process with other data sources, in this 
case, GPS data. The calculations are written as follows 
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where some of the terms used above are 
 = velocity weight factor 
 = displacement weight factor 

d = angle from north to the displacement 

,lat long   = next latitude, next longitude 

,lat longS S = displacement in latitude after complementary, 
displacement in longitude after complementary, 

er = radius of the earth 

III. CONCEPTS AND ALGORITHMS 

A. Quaternion Representation 
Quaternion representation is an effective notation used 

to represent orientation and rotation since it does not suffer 
from the gimbal lock that occurs in Euler angle 
representation [10] [12]. The matrix representation in 
quaternion for angle Roll-Pitch-Yaw (ψ, θ, ϕ) can be derived 
from several steps. Thus, the rotation quaternion can be 
written as 
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When rotating a vector Vp within frame A by an angle α 
around vector v, the resulting vector S in frame B can be 
expressed as follows: 
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The Hamilton product '*' is used for combining two 
quaternions, P1 and P2. When applying the Hamilton product 
to these quaternions, it can be written as follows: 
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The following representation of the rotational matrix 
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The angle Roll-Pitch-Yaw (ψ, θ, ϕ) of an UAV can be 
achieved then,  
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B. Complementary Filter 
Complementary filter is used three times. It combines 

data from an accelerometer with gyroscope, yaw with 
magnetometer data, and data from an accelerometer with 
GPS. The complementary filter takes advantage of their 
individual strengths and compensates for their limitations. In 
the context of combining accelerometer and gyroscope data, 
the complementary filter combines those data in the form of 
an Euler angle. Roll, pitch, and yaw can be obtained.  

On the other hand, yaw data denotes UAV movement in 
orientation or rotational movement. Meanwhile, a 
magnetometer is also excellent at capturing this aspect. 
Complementing both data can increase accuracy estimates. 
This complementing behavior reduces the drift generated 
from yaw data that has been processed through several 
steps, allowing noise to accumulate. The concept above is 
proven, as can be seen in Fig. 7. 

In contrast, accelerometer is used to capture short-term 
and high-frequency motion data, making them suitable for 
tracking rapid movements and changes in direction. On the 
other hand, GPS provides global positioning information. 
GPS provides accurate long-term position estimates but 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

158

struggles with capturing location in uniform time frequency 
since it depends on signal availability. The complementary 
filter calculates the position estimates by blending the 
accelerometer's measurements with the GPS's position 
estimates. Due to the accelerometer's drift, the estimation 
becomes increasingly inaccurate over longer periods. This is 
where GPS data comes to take a significant effect. The 
complementary filter uses GPS data to correct the 
accelerometer's position estimates. The GPS provides a 
reference point to align the accelerometer's estimates with 
the actual position, minimizing the accumulated errors.  

C. Butterworth Filter 
Butterworth filter is a type of Infinite-Length Unit 

Impulse Response (IIR) digital filter. Founded in 1930 by 
Stephen Butterworth. Butterworth Filter comes close to 
approximating an ideal filter, as it aims to eliminate 
unwanted frequencies and maintains uniform sensitivity 
across the desired passband [13]. Butterworth filter aims to 
achieve a maximally flat frequency response curve in the 
passband, resulting in a smooth response [14]. The main 
purpose of this filter is to minimize any ripples or variations 
in amplitude across the desired frequency range. This filter 
cut-off frequency must be configured since it is prone to 
noise [15]. Mathematically, the general form for the second-
order Butterworth Algorithm can be written as [16] 
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c  represents the cut-off frequency. It is the point at which 
the filter attenuates the input signal and denotes the complex 
frequency variable. In general, the numerator parts represent 
the squared cut-off frequency; meanwhile, the denominator 
represents a quadratic polynomial in complex frequency. 
This polynomial usually describes how the filter gain 
changes with different frequency components in the input 
signal. 

IV. MODELING 
The orientation is visualized in a three-dimensional 

model, illustrated in two distinct axes. This illustration can 
be adjusted based on user needs. This visualization is 
included in Fig. 4. Conversely, position data visualized on 
the live map can be accessed in real-time using an internet 
connection. After the software receives the latitude and 
longitude data, the software automatically plots the UAV on 
the exact location.  

          

Fig. 4. UAV orientation visualization. 

In this paper, software for visualizing the position and 
orientation of UAV is developed using Unity. The software 
interface, as depicted in Fig. 5, aims to tell all the necessary 
information to the user as simply as possible since its 
primary objective is to facilitate the efficient simulation of 
UAV. This software includes some features. The first one is 
a three-dimensional view of the UAV situated in the top left 
corner. This visualization enables users to observe the UAV 
orientation through an intuitive and easily interpretable 
representation. Below that visualization, there is a horizon 
view and UAV flight panel. Horizon view enables users to 
view and evaluate UAV roll and pitch behavior. UAV flight 
panel enables users to view and evaluate distinct data, such 
as compass, distance to marked location, altitude, speed, roll, 
pitch, and yaw. A menu bar on the right side of the interface 
gives users access to various software settings. These settings 
provide functions such as locating specific positions on the 
map, viewing latitude and longitude coordinates of the UAV 
and marked location, adjusting map styles, establishing serial 
connections to receivers, importing and exporting UAV 
recorded flight data, and zooming in or out on the maps. 
Positioned on the bottom of the interface available controls 
to record flight data, such as start, stop, save, delete 
recording, and moving recorded data in a specific time. 

There are three modes available in this software. The first 
one is serial mode. The software enters serial mode when the 
receiver is connected to the software and maintains serial 
communication with the software. In this mode, IMU and 
GPS data are received and not recorded. The second mode is 
recording mode. Recording mode happens when the record 
button is clicked. The software maintains a serial connection 
with the receiver alongside recording those data. Those data 
can then be saved onto Comma Separated Values (CSV) files 
that can be remodeled. The last mode is simulation mode. 
Simulation mode happens when recorded data is played 
back. Recorded IMU and GPS data are read from a CSV file 
and then shown on the software. In this simulation mode, 
linear interpolation for position data is implemented. That 
scenario differs from serial mode, where linear interpolation 
is not applied. Besides those two different scenarios in which 
linear interpolation is implemented or not, all sensor fusion 
and data filtering algorithm explained earlier was 
implemented on all modes. 

 

 
Fig. 5. Software interface. 

V. RESULT 
This paper captures an experiment for testing the sensor 

fusion and data filtering algorithm captured from flying an 
actual UAV. A fixed-wing UAV model was chosen because 
fixed-wing serves as benchmark for another UAV models. 
This implies that when this software is planned to be used 
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struggles with capturing location in uniform time frequency 
since it depends on signal availability. The complementary 
filter calculates the position estimates by blending the 
accelerometer's measurements with the GPS's position 
estimates. Due to the accelerometer's drift, the estimation 
becomes increasingly inaccurate over longer periods. This is 
where GPS data comes to take a significant effect. The 
complementary filter uses GPS data to correct the 
accelerometer's position estimates. The GPS provides a 
reference point to align the accelerometer's estimates with 
the actual position, minimizing the accumulated errors.  

C. Butterworth Filter 
Butterworth filter is a type of Infinite-Length Unit 

Impulse Response (IIR) digital filter. Founded in 1930 by 
Stephen Butterworth. Butterworth Filter comes close to 
approximating an ideal filter, as it aims to eliminate 
unwanted frequencies and maintains uniform sensitivity 
across the desired passband [13]. Butterworth filter aims to 
achieve a maximally flat frequency response curve in the 
passband, resulting in a smooth response [14]. The main 
purpose of this filter is to minimize any ripples or variations 
in amplitude across the desired frequency range. This filter 
cut-off frequency must be configured since it is prone to 
noise [15]. Mathematically, the general form for the second-
order Butterworth Algorithm can be written as [16] 
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c  represents the cut-off frequency. It is the point at which 
the filter attenuates the input signal and denotes the complex 
frequency variable. In general, the numerator parts represent 
the squared cut-off frequency; meanwhile, the denominator 
represents a quadratic polynomial in complex frequency. 
This polynomial usually describes how the filter gain 
changes with different frequency components in the input 
signal. 

IV. MODELING 
The orientation is visualized in a three-dimensional 

model, illustrated in two distinct axes. This illustration can 
be adjusted based on user needs. This visualization is 
included in Fig. 4. Conversely, position data visualized on 
the live map can be accessed in real-time using an internet 
connection. After the software receives the latitude and 
longitude data, the software automatically plots the UAV on 
the exact location.  

          

Fig. 4. UAV orientation visualization. 

In this paper, software for visualizing the position and 
orientation of UAV is developed using Unity. The software 
interface, as depicted in Fig. 5, aims to tell all the necessary 
information to the user as simply as possible since its 
primary objective is to facilitate the efficient simulation of 
UAV. This software includes some features. The first one is 
a three-dimensional view of the UAV situated in the top left 
corner. This visualization enables users to observe the UAV 
orientation through an intuitive and easily interpretable 
representation. Below that visualization, there is a horizon 
view and UAV flight panel. Horizon view enables users to 
view and evaluate UAV roll and pitch behavior. UAV flight 
panel enables users to view and evaluate distinct data, such 
as compass, distance to marked location, altitude, speed, roll, 
pitch, and yaw. A menu bar on the right side of the interface 
gives users access to various software settings. These settings 
provide functions such as locating specific positions on the 
map, viewing latitude and longitude coordinates of the UAV 
and marked location, adjusting map styles, establishing serial 
connections to receivers, importing and exporting UAV 
recorded flight data, and zooming in or out on the maps. 
Positioned on the bottom of the interface available controls 
to record flight data, such as start, stop, save, delete 
recording, and moving recorded data in a specific time. 

There are three modes available in this software. The first 
one is serial mode. The software enters serial mode when the 
receiver is connected to the software and maintains serial 
communication with the software. In this mode, IMU and 
GPS data are received and not recorded. The second mode is 
recording mode. Recording mode happens when the record 
button is clicked. The software maintains a serial connection 
with the receiver alongside recording those data. Those data 
can then be saved onto Comma Separated Values (CSV) files 
that can be remodeled. The last mode is simulation mode. 
Simulation mode happens when recorded data is played 
back. Recorded IMU and GPS data are read from a CSV file 
and then shown on the software. In this simulation mode, 
linear interpolation for position data is implemented. That 
scenario differs from serial mode, where linear interpolation 
is not applied. Besides those two different scenarios in which 
linear interpolation is implemented or not, all sensor fusion 
and data filtering algorithm explained earlier was 
implemented on all modes. 

 

 
Fig. 5. Software interface. 

V. RESULT 
This paper captures an experiment for testing the sensor 

fusion and data filtering algorithm captured from flying an 
actual UAV. A fixed-wing UAV model was chosen because 
fixed-wing serves as benchmark for another UAV models. 
This implies that when this software is planned to be used 

using multirotor, tiltrotor, or any other models, it should not 
pose different challenges. The fixed-wing UAV model can 
be seen in Fig. 6. The overall system is placed inside the 
fuselage to ensure that data captured from the sensors 
represent UAV movement accurately. Data captured from 
flying an actual UAV for 3 minutes and 38 seconds with 60 
FPS is 12774 data from IMU and GPS. All the plots covered 
later are sampled from the actual flight data.  

               
Fig. 6. Fixed wing UAV model that used to capture data. 

A. Orientation 
Fig. 7 shows the yaw data comparison. The orange line 

shows that when integral is performed onto yaw data 
directly, it will lead to accumulated error. It is shown from 
the line that slowly moving apart. On the other hand, the 
green line represents combined data from yaw data and 
magnetometer data. It can easily be seen that combined data 
has less accumulated error. That is because combined data is 
taking magnetometer data into account. The magnetometer 
acts as a corrector for yaw data that constantly accumulates 
errors. 

 

 
Fig. 7. Yaw data comparison. 

Fig. 8 shows the quaternion representation after 
undergoing different steps to reduce noise that was already 
explained earlier. There are four different lines in the plot 
mentioned. There are ‘q’, ‘x’, ‘y’, and ‘z’ lines. Each of 
them is represented with a different colored line. The graph 
might appear unstable and spiky, but it is quite different 
when it comes to modeling the UAV’s orientation with the 
quaternion data. The graph translates into smooth 
orientation model due to the nature of quaternion 
representation. 

The ’q’ entity represents the quaternion itself and serves 
as the core of the orientation model. This entity is 
constructed from a combination of both rotational and 

angular properties, presented into a single entity. The ‘x’, 
‘y’, and ‘z’ entities, on the other hand, represent the 
individual components of the quaternion. All these entities 
represent the UAV’s dynamics in three different 
dimensions. The combination of all these components 
provides a smooth UAV model. 

 

 
Fig. 8. Quaternion plot 

B. Position 
Fig. 9 and Fig. 10 show the acceleration data on the x-

axis and y-axis accordingly. The plot consists of three 
different kinds of data. Which are the original data, data 
after being processed using the Butterworth filter, and data 
after being processed using Chebyshev filter. As shown in 
the plot provided, the original data is very noisy. That is the 
reason a second-order low-pass filter is used to filter the 
data. Among many second-order low-pass filters, two of the 
most popular are Chebyshev and Butterworth filter. 
Chebyshev and Butterworth filter are compared. Chebyshev 
and Butterworth filter successfully attenuate noise, denoted 
by minimized high frequency. However, Chebyshev filter is 
seen to be more oscillated even though both filters use the 
same cut-off frequency of 10 Hertz and sampling rate of 
1000 data. The frequent oscillation that happens on the 
Chebyshev filter can cause many problems in the next data 
processing. When processed into position data, oscillated 
data can cause a buildup round-off error that happened 
earlier and a larger error accumulated. Chebyshev filter also 
uses more resources that are identified by longer processing 
time. Bigger resource use and longer processing time can 
cause inaccurate UAV orientation and position estimation. 
Those two limitations provide a strong baseline to use the 
Butterworth filter over the Chebyshev filter. 
 

 
Fig. 9. Acceleration data on x-axis using different filters. 
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Fig. 10.  Acceleration data on y-axis using different filters.  

Fig. 11 shows the data captured from GPS where linear 
interpolation is not applied yet. The blue dot represents 
location data captured from GPS. As can be seen in the 
figure mentioned, GPS’s ability to capture data is rather 
abstract. The GPS data is not continuous. It is very 
dependent on the signal availability. It can cause 
inconsistency in capturing ability. On the other hand, Fig. 12 
is an improvement from the previous figure. The blue line 
represents the trajectory captured from the UAV location 
after linear interpolation is implemented. As can be seen in 
the figure mentioned, UAV movement is continuous and 
very smooth.   

 

 
Fig. 11. Location plotted before linear interpolation. 

 
Fig. 12. Location plotted after linear inteprolation. 

 Fig. 13 is a plot of latitude and longitude data 
captured from GPS. There are three different data 
represented with three different colored lines. The blue line 
represents raw latitude and longitude purely from GPS. The 
non-continuous spikes indicate that there are unfilled gaps 
between data. The green line represents interpolated latitude 

and longitude. This line is much smoother than the raw data 
because linear interpolation fills the gaps between each data. 
This interpolated latitude and longitude data is used as the 
reference of the real-time complemented GPS-accelerometer 
data denoted by the orange line.  
 

 
Fig. 13. Latitude and longitude plot.  
 
 The complementary filter needs fine-tuning to ensure 
that the weight from acceleration and GPS data is well 
complementing each other. After further testing, increasing 
the weight of α (the weight factor of velocity from 
acceleration integral) resulted in a spikier graph. On the 
other hand, increasing the weight of β (the weight factor of 
velocity integral) resulted in a more delayed graph. Table 1 
shows how different α and β impact the latitude and 
longitude error compared to the interpolated latitude and 
longitude. 

TABLE I.  IMPACT OF DIFFERENT ALPHA AND BETA 

α β Latitude Error (meter) Longitude Error 
(meter) 

0.1 0.1 2.036 2.652 
0.1 0.5 4.412 5.497 
0.1 0.9 12.866 19.465 
0.5 0.1 3.896 4.729 
0.5 0.5 7.477 8.277 
0.5 0.9 20.816 24.115 
0.9 0.1 6.191 7.179 
0.9 0.5 11.372 11.957 
0.9 0.9 30.411 31.506 

 
 From the data above, it is clear that lower α and β 
give less errors and thus lead to more precise modeling. 
Hence, 0.1 is chosen as the value for α and  β because it 
gives lowest error. The graph for complemented latitude and 
longitude with α and β values of 0.1 is shown in the Fig. 13 
presented earlier. 

VI. CONCLUSION 
The developed data-driven modeling software 

successfully provides precise and stable orientation and 
position data processed from the sensor fusion and data 
filtering algorithms explained in this paper. For the 
complementary filter used for position processing from GPS 
and acceleration data, it has been observed that minimizing 
the value of α and β results in reduced errors. Additionally, 
the concept of complementing the first integral of 
acceleration with the processed vector velocity calculated 
from scalar speed GPS data has been proven to work well. 
Regarding the orientation, the inclusion of compass data 
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figure mentioned, GPS’s ability to capture data is rather 
abstract. The GPS data is not continuous. It is very 
dependent on the signal availability. It can cause 
inconsistency in capturing ability. On the other hand, Fig. 12 
is an improvement from the previous figure. The blue line 
represents the trajectory captured from the UAV location 
after linear interpolation is implemented. As can be seen in 
the figure mentioned, UAV movement is continuous and 
very smooth.   
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captured from GPS. There are three different data 
represented with three different colored lines. The blue line 
represents raw latitude and longitude purely from GPS. The 
non-continuous spikes indicate that there are unfilled gaps 
between data. The green line represents interpolated latitude 

and longitude. This line is much smoother than the raw data 
because linear interpolation fills the gaps between each data. 
This interpolated latitude and longitude data is used as the 
reference of the real-time complemented GPS-accelerometer 
data denoted by the orange line.  
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 The complementary filter needs fine-tuning to ensure 
that the weight from acceleration and GPS data is well 
complementing each other. After further testing, increasing 
the weight of α (the weight factor of velocity from 
acceleration integral) resulted in a spikier graph. On the 
other hand, increasing the weight of β (the weight factor of 
velocity integral) resulted in a more delayed graph. Table 1 
shows how different α and β impact the latitude and 
longitude error compared to the interpolated latitude and 
longitude. 

TABLE I.  IMPACT OF DIFFERENT ALPHA AND BETA 

α β Latitude Error (meter) Longitude Error 
(meter) 

0.1 0.1 2.036 2.652 
0.1 0.5 4.412 5.497 
0.1 0.9 12.866 19.465 
0.5 0.1 3.896 4.729 
0.5 0.5 7.477 8.277 
0.5 0.9 20.816 24.115 
0.9 0.1 6.191 7.179 
0.9 0.5 11.372 11.957 
0.9 0.9 30.411 31.506 

 
 From the data above, it is clear that lower α and β 
give less errors and thus lead to more precise modeling. 
Hence, 0.1 is chosen as the value for α and  β because it 
gives lowest error. The graph for complemented latitude and 
longitude with α and β values of 0.1 is shown in the Fig. 13 
presented earlier. 

VI. CONCLUSION 
The developed data-driven modeling software 

successfully provides precise and stable orientation and 
position data processed from the sensor fusion and data 
filtering algorithms explained in this paper. For the 
complementary filter used for position processing from GPS 
and acceleration data, it has been observed that minimizing 
the value of α and β results in reduced errors. Additionally, 
the concept of complementing the first integral of 
acceleration with the processed vector velocity calculated 
from scalar speed GPS data has been proven to work well. 
Regarding the orientation, the inclusion of compass data 

from the magnetometer has successfully mitigated the error 
accumulation on the yaw axis. The utilization of quaternion 
representation has been proven to give a way to model 
orientation without a gimbal lock problem. Overall, the data 
shows the software's robust performance, affirming the 
embedded algorithms' effectiveness. 
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Abstract—The miniaturization and increased complexity 

of components in printed circuit board assemblies present 
significant challenges in product design and manufacturing. 
Automated inspection techniques have been developed to 
enhance efficiency and reduce reliance on skilled labor. 
However, certain components with hidden solder joints or 
bubble defects require specialized inspection methods. X-ray 
imaging has emerged as a valuable tool for detecting defects 
like bridging, insufficient soldering, and solder voids. Although 
algorithm parameter fine-tuning in X-ray machines has 
improved defect detection accuracy, false calls remain 
problematic, necessitating expert verification. This study 
proposes a novel approach that combines deep learning and 
multi-depth X-ray inspection to enhance defect detection 
accuracy across various defect types. The YOLO object 
detection model is employed to identify defects in Automatic X-
ray Inspection machines. The dataset is prepared using 
advanced segmentation techniques, with individual solder 
joints serving as the dataset. Furthermore, image 
augmentation plays a vital role due to the limited number of 
examples of defective solder joints. Precise defect detection is 
achieved through accurate labeling, including optimizing the 
label box size. This comprehensive approach offers promising 
potential for automated and reliable defect detection in 
complex electronic assemblies. 

Keywords—Solder joint inspection, YOLO Algorithm for 
Object Detection, Automated X-ray inspection 

I. INTRODUCTION 
Certain solder joint defects, such as voids, cannot be 
effectively detected using optical techniques alone. This 
necessitates the use of X-ray imaging, which offers a reliable 
and non-destructive method for detecting and analyzing void 
defects in solder joints. By utilizing X-ray imaging, 
researchers can accurately identify and assess the various 
types of defects, enabling enhanced quality control and 
optimization of soldering processes [1].  During X-ray 
inspection, solder joints are exposed to X-ray radiation and 
captured by a detector. The contrast difference between the 
solder joints and the component body provides detailed 
information about the solder joint's shape. Defects, including 
voids or bridging to neighboring solder joints, can be 
detected by analyzing the X-ray image [2]. Identifying 
defective solder joints from known good ones is challenging 
for this study [3]. One of the crucial steps in achieving this 
is accurately identifying the Region of Interest (ROI) - the 
X-ray image of the solder joint [3], [4]. Various image 
segmentation techniques, including the Threshold Method, 
K-Means Clustering, and other advanced techniques, have 
been introduced to accomplish this task. Our study aimed to 

prepare the X-ray image dataset using the segmentation to 
split an individual solder joint out of the X-ray image 
supplied by the AXI machine and do image augmentation to 
extend the dataset which will be used to train the YOLO 
object detective model. And finally, the outcome model will 
be used to predict the raw X-ray image supplied by the 
Automatic X-ray Inspection machine (AXI). To accomplish 
this requirement, it requires several steps to be studied. Based 
on the aforementioned challenges, the researchers propose 
the application of artificial intelligence techniques, 
particularly deep learning, to enhance defect detection 
accuracy and cover a broader range of defect types. The 
proposed approach aims to filter and prioritize the most 
relevant defects with high precision. 

 The current built-in AXI algorithms are insufficient in 
accurately filtering out defective solder joints, leading to a 
high number of false calls [4]. Consequently, there is a 
requirement to develop a deep learning technique that can 
automate the inspection process, transfer specialist 
knowledge, and alleviate the workload of experts. 

II. PROBLEM FORMULATION 

A. Type of Solder Joint Defects 
X-ray imaging typically detects defects in the Printed Circuit 
Board Assembly (PCBA) process, such as insufficient solder 
in through-holes, solder bridging on Small Outline Integrated 
Circuit (SOIC) and Ball Grid Array (BGA) components, and 
voids in solder balls of BGA [2], [4]–[7]. Extensive research 
has been dedicated to defect detection in X-ray images, with 
a specific focus on voiding, insufficient solder, and solder 
bridging [3], [4]. In a previous investigation [2] the detection 
and classification of solder defects in Ball Grid Array (BGA) 
components were thoroughly examined, encompassing 
normal, short-circuit, bonding defect, and void defect 
categories. However, the study did not specifically address 
issues related to missing connections, open connections, 
excessive solder, and misregistration. To effectively tackle 
these concerns, cost-efficient inspection methods like 
Automated Optical Inspection (AOI) can be employed [5].  

 Various solder joint defects can compromise the 
reliability and functionality of the final product in the PCBA 
process [5], [7]. These defects include insufficient solder due 
to these factors like inadequate solder paste deposition, 
incorrect reflow soldering temperatures or durations, or poor 
wetting of the solder to the pad or component lead. Solder 
bridging may occur due to the factors such as incorrect 
component alignment, excessive solder paste application, or 
misalignment or registration during the solder paste printing 
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process, which hinders proper solder wetting and leads to 
bridge formation between adjacent pins or pads. The defect, 
such as solder voids in BGA balls, on the other hand, can be 
attributed to various factors such as the presence of 
contaminants, solder voids or bubbles in the solder paste, or 
improper reflow soldering temperatures or duration. Other 
factors that can contribute to solder voids in BGA balls 
include the type of BGA package, solder mask roughness, 
stencil shape, and the design of the circuit board [1]. 

B. Techniques Used for Solder Joint Segmentation 
After conducting experiments using the Thresholding 
method alone to find the solder joint contours, we found that 
it produced good results for the well-formed solder joints but 
not for some defective solder joints, such as solder bridging, 
including image dimming or image out-of-focus. To address 
this issue, we introduced a combination of the Thresholding 
method and K-Means clustering to solve. 

C. X-ray Image Preprocessing for Solder Joint Defects 
In the study [2], all images underwent size reduction to 
reduce memory requirements during the training and testing 
phases. No augmentation processes were applied to increase 
the dataset size. Some of the AXI machine's computed ROI 
(Region of Interest) for solder joint inspection does not 
accurately enclose the entire solder joint, a new ROI can be 
computed based on the approximated center of the original 
ROI. This approach improves the accuracy of solder joint 
segmentation, enabling more precise analysis and detection 
of defects in automated inspection systems [3]. The number 
of slices required for solder joint inspection varies based on 
the type of defect, with some defects requiring deep imaging 
and others needing a combination of deep and shallow 
imaging depths.Delighted by the diverse challenges 
presented, the study [4] ingeniously uses the Channel-wise 
preprocessing method to address these variations. This 
method involves concatenating all the slices in the 
channelwise direction before feeding them into the model. 

D. The X-ray Slice Image Combination 
It has been mentioned that the number of slices required for 
X-ray inspection can vary based on the type and scale of the 
printed circuit board (PCB)[3]. However, both the 
manufacturing instructions of certain AXI machines and the 
study [4] emphasize that different components necessitate 
varying depths of X-ray imaging to achieve accurate defect 
detection. As a result, the number of X-ray imaging slices 
can vary depending on the specific component being 
inspected. For instance, detecting voids in BGA balls may 
require at least 3 slices, while solder bridging detection may 
only necessitate 1 slice. Some researchers have proposed a 
technique where a group of two slices (concatenation of 2 
slices from each solder joint sample) is fed as a single input 
instead of processing each slice individually [3]. However, 
this approach has limitations as it cannot accurately 
determine defects that require inference, such as solder 
volume estimation for insufficient solder detection. 

E. The Reviewing of Deep Learning Models for X-ray 
Image Defect Detection 

The proposed DNN [2] includes feature extractor layers and 
a minimum distance classifier, utilized to determine the class 
of the feature vectors. A multi-phase training approach was 
introduced [3]. Initially, the model is trained on known good 
samples to establish a baseline. Subsequently, the model is 

fine-tuned using normal and defective data. The resulting 
weight configuration is then employed for making 
predictions. By incorporating mask and grouped images as 
inputs, the model benefits from both local and contextual 
information, enhancing the accuracy of solder joint 
segmentation. For X-ray image defect detection, a 
comparison was conducted to evaluate the performance of 
two deep learning models, namely the 3D CNN and Long 
Short-Term Memory (LSTM) [4]. The results indicated that 
both models demonstrated similar overall performance in 
terms of AU ROC. However, in scenarios where a stricter 
Recall requirement was needed, the LSTM-based model 
outperformed the 3D CNN. In a separate study [5] focusing 
on optical inspection, the pre-trained Faster R-CNN with 
ResNet50 architecture was proposed and evaluated. This 
model showed superior performance compared to the SSD 
module with Inception V2 architecture. Focusing on the 
ability to detect small targets accurately, the integration of 
ConvNeXt in YOLOX, specifically ConvNeXt-YOLOX, 
aims to enhance its feature extraction capabilities [6]. This 
integration, known as ConvNeXt-YOLOX, improves speed, 
and accuracy, and facilitates precise detection of small 
targets, making it an ideal choice for optical inspection tasks. 
The implementation of a Novel Contrastive Self-Supervised 
Learning (CSSL) Framework [7] aimed to tackle data 
imbalance in optical solder joint inspection. This framework 
utilized a known good solder joint image as the "positive" 
class, and its distorted version served as the "negative" class. 
The model predicted whether the solder joint was classified 
as "good" or "not good." However, it is important to note that 
this technique is limited in its ability to identify specific types 
of solder joint defects beyond the binary classification. 

 In this research, the YOLO (You Only Look Once) object 
detection algorithm was chosen due to its advancements in 
real-time object detection [6]. YOLO takes a holistic view of 
the image, dividing it into a grid and directly predicting 
bounding boxes and class probabilities. This unique approach 
enables YOLO to achieve remarkable speed, making it 
capable of processing images in real-time. Additionally, the 
algorithm has undergone continuous improvements with 
subsequent versions, resulting in enhanced accuracy, speed, 
and model complexity [8], [9]. By harnessing the capabilities 
of YOLO, this study aims to attain accurate and efficient 
object detection, primarily concentrating on analyzing how 
image bounding box labeling influences model predictions. 

III. METHODOLOGY 

Enhancing Solder Joint Data for Effective Model Training 

Key steps in preparing solder joint data for effective model 
training are detailed in the following sections (A-K). These 
overviews encompass diverse techniques to enhance image 
quality and suitability for training. 

A. Solder Joint Collection 

The solder joints obtained from the AXI machine are in pre-
segmented and unsegmented forms. The machine 
recombined them into a shape that resembled the component 
outline to facilitate human recognition. We need to split them 
into individual solder joints for easy model training. The X-
ray images we were collecting from the identified defective 
boards, defective components, and defects on each pin were 
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recorded as Python objects, providing a structured 
description of the nature and location of each defect.  

B. X-ray Image of Solder Joint Merging from Multiple Slices 

To accurately determine defects that require inference, such 
as estimating solder volume for insufficient solder detection, 
this study proposes merging the component images from 
multiple slices into a multi-channel image. This approach 
enables comprehensive analysis and enhances the ability to 
detect and analyze defects more effectively. Although this 
technique may not provide the same level of sophistication 
as 3D image preprocessing, it serves the intended purpose 
while maintaining low computational power requirements. 

Source X-ray slices  Multi-Slice Merged Image 

 

 
 

 

 

 
FIGURE 1 

 Example of slices and merged image composition 
  

Figure 1 visually presents examples of source slice images 
before and after merging, displaying the outcome of the 
proposed merging technique. The merged image showcases 
the seamless combination of the individual slices, resulting 
in a cohesive representation. Additionally, Fig.2 outlines the 
solder joint preprocessing workflow, illustrating the 
sequential steps involved in preparing the X-ray images 
from the AXI machine for further analysis. 

C. Solder Joint X-ray Image Segmentation Pre-Processing 

In some cases, image blurring works as noise reduction by 
smoothing out sharp edges and fine details. It can reduce 
noise and unwanted artifacts. Choosing the appropriate level 
of blurring can help achieve a desirable threshold image 
while retaining the features of an image. 

D. Finding the Contours Using OpenCV 

The OpenCV findContours function is a popular technique 
for detecting contours. Many image processing applications 
use it to extract boundaries or object contours in an image. 
A vector of points represents the contours, with each point 
corresponding to the pixel coordinates. The "findContours 
function" can also be used to extract hierarchical "contours" 
where each "contour" is a set of nested contours. Computer 
vision applications widely use this function for object 
recognition, segmentation, and shape analysis. The finding 
Contours technique detects object boundaries in various 
digital images, including X-ray images of printed circuit 
boards [2]. 

E. Combining of Threshold Technique and K-Means 
Clustering to Achieve the Proper Segmentation 

In one instance, we encountered a pair of shorted SOIC pins 
in which the threshold image failed to identify individual 
pins due to bridging. Using the k-means clustering function, 
we achieved more distinct segmentation. The algorithm then 
created correct bounding boxes and split the image into 

individual pins, as shown in Fig.2. We then applied the 
classification to each solder joint, identifying them as either 
known "good" or "defective" locations. The solder joints 
were described as Python objects, such as {'BRD': [1, 2], 
'GD': [7, 8]}, indicating that pins 1 and 2 were bridging solder 
joints, while pins 7 and 8 were good solder joints. Since the 
number of defective pins was less than the number of good 
pins, we selected a suitable number of good pins for the 
dataset balancing purpose, which we will utilize as the defect 
detection model dataset. 

 

 
FIGURE 2 

The proposed solder joint preprocessing algorithm 
workflow 

 

 
FIGURE 3 

Result from each stage of segmentation 
 

 The first image (Fig. 3a) shows the original grayscale 
image of the solder joint with the shorted SOIC pins. The 
second image (Fig. 3b) displays the result after applying the 
thresholding method, which helps identify the pixels that 
belong to the solder joint but not all are located correctly. The 
third image (Fig. 3c) shows the result of applying the k-means 
clustering on the thresholded image.  

 This process helps to separate the pixels that belong to the 
individual pins, allowing for the creation of bounding boxes 
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for each pin. The fourth image (Fig. 3d) displays the original 
image with each pin bounding box created during the 
segmentation process. Note that these images illustrate the 
different stages of the segmentation process for a specific 
example. However, the actual results may vary depending 
on the quality of input X-ray images. 

F. Automatic Threshold Tuning. 

This study utilized the automatic threshold technique, which 
involved reverse looping from the high-level threshold. 
Then the detected bounding box will be compared with the 
known input pin count, and the loop will terminate after they 
determine that the pin count and the bounding box count are 
equal. 

 G. Improving SOIC Bridging Detection 

Our initial segmentation approach was to separate the solder 
joints individually, which failed to detect SOIC bridging in 
the original X-ray image. To overcome this limitation, we 
adapted our algorithm to verify the long rectangular solder 
joint and expand the region of interest (ROI) to include 
neighboring solder joints. This modification allowed the 
model to be trained on a "wider view" of the solder joints, 
resulting in improved detection performance for SOIC 
bridging. 

H. Consideration of Background Color 

During the training of our defect detection model, we 
encountered the challenge of tall rectangular pins in certain 
components, such as the SOIC package, which were not 
well-suited for model training. To address this issue, we 
introduced padding to the images, ensuring they were 
transformed into square dimensions. To explore the impact 
of different background colors on the model's performance, 
we conducted an augmentation process where we included 
various background color options. These options included 
the highest gray level, replicated border with gray padding, 
white, black, and average. By incorporating these different 
background colors, we aimed to assess their influence on the 
model's accuracy and robustness in defect detection. 

I. Data Augmentation Techniques 

Due to the rarity of defective images, we recognized the need 
to prevent an imbalanced dataset. To achieve this, we 
employed data augmentation techniques. Specifically, we 
utilized sampling rotation, flipping, brightness adjustment, 
noise addition with optimized Signal-to-Noise Ratio (SNR), 
canny edge detector, scaling, and padding with various 
background options on the original images. We applied 
these techniques to help increase the diversity of the dataset 
and improve the model's ability to detect defects accurately. 
To tackle the challenge of imbalanced data, we employed 
data augmentation techniques by increasing the number of 
samples. The initial dataset of 489 solder joints, consisting 
of 64 normal SOIC solder joints, 169 normal BGA solder 
joints, 90 normal through-hole solder joints, 17 joints with 
insufficient solder, 62 joints of SOIC with solder bridging, 
25 joints of BGA with solder bridging, 22 joints of through-
hole solder bridging, and 40 joints with voids in BGA balls, 
was augmented using random parameter settings. Through 
this process, we generated an augmented dataset with a 
larger number of samples. Subsequently, to ensure balance 
in the dataset, we randomly sampled down to 5,000 images 
for each class, resulting in a total of 40,000 images across 

the 8 classes. This approach of random augmentation and 
sampling enabled us to create a more balanced dataset for 
training our model. Fig.4 shows samples of various 
augmented images. 

Brightness 
     

Rotation 
     

Gaussian 
noise      

Pepper & salt 
     

Canny edge 
     

 
FIGURE 4 

Illustrating the adoption of various augmentation techniques 
of training and validation dataset 

J. Dataset Splitting for Training and Validation 

To prepare for the training and evaluation of our model, we 
split the dataset into a training set and a validation set, using 
an 80% - 20% ratio, respectively. The training set was 
employed to train the model, while the validation set served 
to fine-tune the model's hyperparameters. This careful 
separation of data ensured that the model's evaluation took 
place on previously unseen samples, enabling a robust 
assessment of its ability to generalize to new data. By 
avoiding over-reliance on the training set, the model's 
performance is more indicative of its real-world 
effectiveness. Furthermore, for testing purposes, we used the 
X-ray images exported from the AXI machine as our 
dedicated test dataset. 

K. Labeling for YOLO, the Object Detection Model 

YOLO (You Only Look Once) is a popular object detection 
algorithm that operates by dividing an input image into a grid 
of cells and making predictions for bounding boxes and class 
probabilities within each cell. Before training a YOLO 
model, it is necessary to label the dataset with bounding 
boxes and corresponding object classes. For YOLO labeling, 
annotation files are generated to provide information about 
each object in the image. Each annotation file corresponds to 
a specific image and includes one row per object present in 
the image. These rows contain the object class and the 
bounding box coordinates, represented as normalized values 
ranging from 0 to 1 relative to the image size. The annotation 
format follows the pattern "C 0.500000 0.500000 0.500000 
0.500000". The "C" value denotes the class label, which 
ranges from 0 to 7 and corresponds to categories such as 
"BRDBGA" (BGA balls bridging), "BRDSO" (SOIC pins 
bridging), "BRDTH" (through-hole pin bridging), 
"BVDBGA" (BGA ball solder void), "GDBGA" (normal 
BGA ball), "GDSO" (normal SOIC solder joint), "GDTH" 
(normal through-hole solder joint), and "INSTH" 
(insufficient solder joint in through-hole). The values 
"0.500000 0.500000" represent the center of the bounding 
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box, while the subsequent "0.500000 0.500000" indicates 
the size of the bounding box, which is set as half of the image 
size. Dealing with a large number of solder joints poses a 
significant challenge when it comes to manual labeling. As 
our focus is on automating the segmentation and 
augmentation processes, we have also explored the option of 
automatic labeling. In this approach, we fixed the image 
bounding boxes at the center, with a size equal to half of the 
solder joint image. Despite our efforts to center the 
segmented solder joint, we encountered variations in the 
solder joint size across different component types. Thus, 
fixing the bounding box size and location may not provide 
an optimal solution. Consequently, we conducted an in-
depth study to examine how the bounding box affects the 
model's prediction outcomes. 

Train the YOLO v7 Object Detection Model 

To optimize the accuracy of our solder joint defect detection, 
we fine-tuned the YOLO v7 model using the segmented 
solder joint images as our training dataset. The YOLO v7 
model, which was pre-trained on the COCO image dataset, 
was specifically chosen for its suitability in this task. Before 
conducting our experiment, we iteratively refined the 
segmentation techniques, and augmentation methods to 
achieve superior performance in accurately detecting solder 
joint defects. Additionally, to enhance the effectiveness of 
our defect detection, we leveraged YOLOv7's internal image 
augmentation capabilities, customizable through the 
hyperparameter settings in the "hyp.yaml" file. Considering 
the limited number of available samples, we further applied 
image preprocessing techniques to augment the dataset and 
introduce greater diversity in the input samples. This 
combined approach, utilizing YOLOv7's built-in 
augmentation along with our preprocessing methods, 
ensured a more robust and comprehensive training process 
for achieving precise solder joint defect detection. 

 

IV. RESULTS AND DISCUSSION 

The YOLOv7 Training Result and Prediction 

As previously mentioned, our aim was to examine how 
image bounding boxes influence model predictions. To 
accomplish this, we conducted a series of experiments 
involving various bounding box configurations. For these 
experiments, we maintained the center of the bounding box 
at the image center (0.5, 0.5) while adjusting the bounding 
box ratios within the range of 0.45 to 0.70. Additionally, we 
employed optimal Signal-to-Noise ratio (SNR) 
augmentation set at 13dB. These experiments were carefully 
devised to investigate the influence of different bounding 
box ratios on the model's predictive outcomes. 
 According to the results in Table I, the "F1" score, 
considering both precision and recall, demonstrates that the 
bounding box ratio of 0.50 achieved the highest performance 
with an impressive score of 0.932. Conversely, the bounding 
box ratio of 0.70 resulted in the lowest score of 0.872. 
Excessively small or large bounding box ratios tend to lead 
to poorer predictions in the model. Table II-V presents a 
comprehensive overview of the model's classification 
performance for individual defective solder joints. 
 

TABLE I.  THE TRAINING RESULT OF DIFFERENT BOUNDING BOXES RATIO 

Bounding Box Size 
Ratio 

Matrix 

F1 Precision Recall 

0.45 0.886 0.907 0.867 

0.50 0.932 0.953 0.911 

0.60 0.889 0.889 0.889 

0.70 0.872 0.837 0.911 

TABLE II. PERFORMANCE METRICS AT BOUNDING BOX SIZE RATIO 0.45 

 
0.45 

SOIC BGA THROUGH HOLE 

BRD BRD BVD BRD INS 

Recall 0.538 1.000 1.000 1.000 1.000 

Precision 1.000 1.000 0.789 1.000 1.000 

F1 0.700 1.000 0.882 1.000 1.000 

TABLE III. PERFORMANCE METRICS AT BOUNDING BOX SIZE RATIO 0.50 

 
0.50 

SOIC BGA THROUGH HOLE 

BRD BRD BVD BRD INS 

Recall 0.692 1.000 1.000 1.000 1.000 

Precision 1.000 1.000 0.882 1.000 1.000 

F1 0.818 1.000 0.938 1.000 1.000 

TABLE IV. PERFORMANCE METRICS AT BOUNDING BOX SIZE RATIO 0.60 

 
0.60 

SOIC BGA THROUGH HOLE 

BRD BRD BVD BRD INS 

Recall 0.615 1.000 1.000 1.000 1.000 

Precision 1.000 1.000 0.789 0.667 1.000 

F1 0.762 1.000 0.882 0.800 1.000 

TABLE V. PERFORMANCE METRICS AT BOUNDING BOX SIZE RATIO 0.70 

 
0.70 

SOIC BGA THROUGH HOLE 

BRD BRD BVD BRD INS 

Recall 0.692 1.000 1.000 1.000 1.000 

Precision 0.900 1.000 0.714 0.667 1.000 

F1 0.783 1.000 0.833 0.800 1.000 

  

According to the results presented in Table II-V, the model 
exhibits exceptional capabilities in identifying solder 
insufficiency within through-hole components and detecting 
bridging in BGA components. Notably, it achieves perfect 
prediction accuracy of 100% even when using varying 
bounding box sizes. In the case of detecting other types of 
defects, altering the bounding box size through extension or 
reduction leads to decreased performance. For nearly all the 

defects, an optimal bounding box size is necessary to 
achieve the most effective detection outcomes. Fig. 5 shows 
some of the images from the model prediction result. 
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FIGURE 5 
Example of the YOLOv7 prediction result 

 

V. CONCLUSION 
In this study, we have harnessed the power of the widely 
acclaimed pre-trained model YOLOv7 for solder joint 
defects including bridging (BRD), void (BVD), and 
insufficient solder (INS) detection. We have employed 
multiple segmentation, augmentation, and labeling 
techniques while fine-tuning parameters to achieve optimal 
results. To provide a robust justification for our approach, 
we will employ quantitative measures to summarize the 
experiment results and compare them with other methods. 
This will enhance the clarity and credibility of our 
contributions. 

 It is important to note that the performance of YOLO 
models can be affected by several factors, including the 
dataset, domain, and application. Specifically, YOLOv7, 
pre-trained on the COCO dataset containing color images, 
necessitates merging the X-ray slices into color images for 
its direct application to solder joint inspection. Additionally, 
certain defects, such as solder bridging, are detected using a 
single slice, which is not compatible with the pre-trained 
weights. Indeed, successful adaptations of YOLO for 
grayscale images have been showcased in remote sensing 

applications. Which involved modifying YOLOv3 by 
replicating the single channel to conform to the RGB format. 
[10]. This adaptation enables the processing of grayscale 
images by the YOLOv3 network architecture. To tackle the 
specific challenges presented by grayscale X-ray images in 
solder joint inspection, specialized studies and custom 
modifications for this domain are essential. With further 
research and advancements, we can pave the way for more 
accurate and effective defect detection in X-ray imaging. 
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defects, an optimal bounding box size is necessary to 
achieve the most effective detection outcomes. Fig. 5 shows 
some of the images from the model prediction result. 
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V. CONCLUSION 
In this study, we have harnessed the power of the widely 
acclaimed pre-trained model YOLOv7 for solder joint 
defects including bridging (BRD), void (BVD), and 
insufficient solder (INS) detection. We have employed 
multiple segmentation, augmentation, and labeling 
techniques while fine-tuning parameters to achieve optimal 
results. To provide a robust justification for our approach, 
we will employ quantitative measures to summarize the 
experiment results and compare them with other methods. 
This will enhance the clarity and credibility of our 
contributions. 

 It is important to note that the performance of YOLO 
models can be affected by several factors, including the 
dataset, domain, and application. Specifically, YOLOv7, 
pre-trained on the COCO dataset containing color images, 
necessitates merging the X-ray slices into color images for 
its direct application to solder joint inspection. Additionally, 
certain defects, such as solder bridging, are detected using a 
single slice, which is not compatible with the pre-trained 
weights. Indeed, successful adaptations of YOLO for 
grayscale images have been showcased in remote sensing 

applications. Which involved modifying YOLOv3 by 
replicating the single channel to conform to the RGB format. 
[10]. This adaptation enables the processing of grayscale 
images by the YOLOv3 network architecture. To tackle the 
specific challenges presented by grayscale X-ray images in 
solder joint inspection, specialized studies and custom 
modifications for this domain are essential. With further 
research and advancements, we can pave the way for more 
accurate and effective defect detection in X-ray imaging. 
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Abstract—Condominiums are one of the most popular residen-
tial properties due to the resurgence of urban living. They are
typically found in more metropolitan areas, such as the national
capital region, offering easy access to restaurants, shopping,
and various activities. Condominiums can be both profitable
investment properties and enjoyable homes. However, finding the
right one can be challenging. Based on previous work, one crucial
factor is the location, which requires experience, expertise, and
time to consider. Thus, in this study, we aim to: 1) investigate the
factors that affect the potential location of a condominium, and 2)
apply machine learning algorithms to create a prediction model
for condominium scores. In this research, we collected a novel
dataset comprising more than 2,000 condominiums in Bangkok,
Thailand, and examined the location-based factors that influence
the price and purchasing decisions of individuals. We extracted
several features for model training and studied the variables
that could be used to measure the potential of a condominium
in numerical form. We proposed a multi-layer perceptron neural
network with 5-Fold cross-validation and grid-search techniques.
The experimental results demonstrate that our network achieves
a mean squared error (MSE) of 0.0067 when using the density-
based score labeling.

Index Terms—Condominium rating, Location-based score, Ma-
chine learning

I. INTRODUCTION

Bangkok, the capital city of Thailand, serves as the coun-
try’s central hub, boasting prosperity in various aspects, such
as tourism, industry, and education. This is primarily attributed
to the city’s rapid growth, which has resulted in an increased
demand for housing as people flock to the city for work
and residence. However, due to the limited availability of
affordable housing in Bangkok, condominiums have become
increasingly popular, especially among young working indi-
viduals aged 18 to 32 [1]. The market demand for condo-
miniums is high, not only for residential purposes but also
for investment [2]. The work by [3] has identified three major
factors that influence the decision to purchase a condominium:
product quality, price, and location, with location being the
most significant among these factors.

As a result, our research primarily focuses on predicting the
scores of condominiums based on their locations and other
relevant factors. To achieve this, we initiated the process by
collecting a novel dataset of condominiums in Bangkok and
their location-based metadata. We then developed a model
that effectively predicts condominium scores based on several

location-related factors. Our objective is to provide an alter-
native scoring system that assists both novices and experts in
making informed decisions.

II. RELATED WORKS

Since buying a condominium can be a challenging decision
for most people, several works have explored this problem
in the past. Kiriya and Chotiwut [4] studied the attributes
determining condominium prices in Bangkok. They employed
the Hedonic price model to analyze 20 attributes of 146
condominiums and created a functional form of the model
using the Box-Cox technique. Their findings revealed that 12
variables had statistically significant effects on property prices.
The results demonstrate that the top 3 factors are 1) Location,
2) Whether the project owner is in stock exchange, and 3) The
distance from the nearest railway station.

Saggranan and Chadanat [3] found that their study group
gave the highest priority to the location, followed by proximity
to work or school. Moreover, they also strongly considered fac-
tors like nearby facilities such as convenience stores, markets,
and restaurants, as well as the condominium’s amenities like
car/motorcycle parking, fitness center, and swimming pool.

Kongkoon et al. [5] have created a linear regression model
to score the suitability of a location using input from 32 experts
to adjust the weight of each factor. The factors were divided
into four major categories: 1) Transportation, 2) Amenities,
3) Public utilities, and 4) Workplace location. These factors
are used to calculate the score using a Likert Scale for each
type of location as the domains (1 to 5, where 1 is least
competitive and 5 is most competitive). The highest weight,
57.8%, was given to the transportation factor, followed by
the workplace location factor at 24%. However, there is no
evaluation presented in this work, thus their performance is
questionable.

Jirapon and Sarawut [1] have proposed a prediction model
for condominium prices in Bangkok using all three factors:
1) Location, including the names of the nearest BTS and
MRT stations and the distance to those stations 2) Building
characteristics and 3) Price fluctuations. They explored several
methods including Generalized Linear Model, Deep Learning,
Decision Tree, Random Forest, and Gradient Boosted Trees.
The model with the highest performance is Deep Learning.
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Saggranan and Chadanat [3] found that one of the limita-
tions of previous works is that they usually measure the factors
independently without considering the potential interactions
among them. This may lead to inaccurate calculations when
the analysis results are applied in real-life situations.

In this work, our goal is to develop a model for predicting
condominium scores using a novel dataset of condominiums
in Bangkok. We focus on utilizing location-based data, which
has been identified as a crucial factor in previous studies.
We explore various location-based features and employ deep
learning techniques [1] which achieved the best performance
for predicting condominium prices in Bangkok and is effective
for addressing nonlinear problems.

III. DATASET

To achieve our goal, we collected a novel dataset of
condominiums in Bangkok by integrating data from multiple
sources:

A. Data collection

1) Condominium data: First, we collected approximately
2,449 condominium data entries from the maps.envi.dev web-
site [6] and the Bestimate website [7]. The metadata includes
latitude and longitude coordinates, district, project developer
name, starting price, facility details, year of completion, unit
count, and the number of parking spaces within the project.

2) Location-based data: Since our work focuses on scoring
based on location factors, we further extended our dataset with
the additional location-based data from the Longdo Map API
[8]. We further gathered the distances between condominium
projects and various types of nearby locations such as airports,
bus stops, convenience stores, shopping malls, factories, gov-
ernment buildings, expressway entrances, hospitals, markets,
office buildings, parks, police stations, train stations, and
universities.

Moreover, we also calculated the number of office locations
within a 1 km radius of each project and the population count
within a 50-meter radius of each project to measure the density
of the location as well.

3) Condominium rating: Finally, we crawled the ratings,
comments, and pictures of each record from the Google Place
API since we hypothesized that the ratings (Stars) and the
condominium scores could be relevant.

B. Data exploration

From the data collection process, there are about 2449
condominiums from all 50 districts of Bangkok, Thailand.
It was found that the district with the highest number of
condominiums is Vadhana, with a total of 273, while the
district with the lowest number of condominiums is Thawi
Watthana, with only one. On average, there are approximately
49±54 condominiums per district. The distribution of the top
10 districts with the highest number of condominiums can be
explored from Fig.1.

Fig. 2 shows the distribution of the distance from the condo-
minium projects to the nearest railway station (e.g., Bangkok

Fig. 1. Distribution of the top 10 districts by number of condominiums.

Fig. 2. Distribution of distance from condominium to the nearest train station.

Mass Transit System: BTS, Metropolitan Rapid Transit: MRT,
or trains). From the graph, it is clear that most condominium
projects tend to be located near the stations, where 63.78% of
the condominiums are within walking distance (1-kilometer
radius). This result confirms that one crucial factor for con-
dominiums is location, specifically the distance to the nearest
public transportation, as revealed in [1], [3], [5].”

Moreover, we also inspected the correlation between the
price of the condominium and the accessibility of the Bangkok
Mass Transit System (BTS) Sky-train stations, as shown in
Fig. 3. In Fig. 3, the black dots indicate the locations of Sky-
train stations, while the blue-red dots indicate the locations of
condominiums. The range of condominium prices starts from
the lowest at 105,000 baht (darkest blue dot) to the highest at
110 million baht (bright red dot).

The heat-map demonstrates that

1) The price of condominiums will be highest if they are
in the center of the city,(e.g., Vadhana, Khlong Toei,
Pathum Wan, Bang Rak and Sathon district) and near
the sky-train stations.

2) In suburban areas, the price of condominiums closer to
the sky-train stations will be higher than those located
farther away.
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Fig. 3. Heatmap of condominium price in Bangkok, centered at
Vadhana district.

Fig. 4. Heat-map of condominium density in Bangkok, centered at
Vadhana district.

3) In rural areas, the locations of condominiums are closely
related to the sky-train station locations.

C. Label Selection

Since there is no ground truth score for our dataset, we
have generated multiple scoring labels for our data and defined
scoring ranges between 0 and 1 for all of them using the min-
max normalization method.

1) Density-based score: First, we hypothesize that “The
high-density condominium areas result from high demand,
which should imply a high score.” Thus, in this experiment,
for each record (condominium) from our dataset, we count the
number of neighboring condominiums within 500 meters and
plot the density map as shown in Fig.4.

The result from Fig.4 reveals that the areas with the highest
density are Vadhana, Khlong Toei, and Pathum Wan districts.
When looking at Fig.3 and Fig.4, it becomes clear that there
is a correlation between these two factors: price and density.
The heat maps demonstrate that in the center of the city (a
location-based factor), both the price and the density are high
due to customer demand. Since the price of the condominiums
can be influenced by economic factors, we propose a density-
based score as our ground truth label for the dataset.

Fig. 5. Proposed multi-layer perceptron neural network model.

2) Google Place’s rating score: We also investigate the
alternative score labeling from Google Place API. The rating
score ranges from 1.0 to 5.0 and is based on aggregated user
reviews. Using the API, we collect the average rating score
for each condominium in the dataset.

3) Occupancy rate score: We calculate the occupancy rate
score from the population count within 50 meters of each
project’s data divided by the project’s unit count, collected
from [9]. Since we hypothesize that “The high occupancy
rate condominium means the preferable condominium, which
results in a high score.”

4) Merged score: Finally, we use the three previous scores
as mentioned to create a new label with the hypothesis that
this label may represent all aspects of other scoring methods.
We calculate the score by endowing weight to each score and
summing them together. Since we do not know the proper
weights of each score, we distribute equal weighting to them.

D. Factor Analysis and Feature Selection

Several previous works demonstrate the significance of
location-based features. For example, the works from [1]
and [4] found that sky-train accessibility is one of the key
factors affecting condominium prices, as well as amenities
[10]. Besides these factors, [5] reveals that the distance to
schools, hospitals, or workplaces, and the number of parking
lots [11] are also significant. Based on the previous works, the
final location-based features and other additional features that
might affect selected labels, such as the year of completion
and the number of project facilities, included in this work are
shown in the first column of Table V.

IV. EXPERIMENTS

In this work, we proposed a multi-layer perceptron neu-
ral network with 23-dimensional features for predicting the
location-based score of the condominium. The proposed net-
work consists of 2 hidden layers with 256 nodes, ReLU
layers, and dropout layers, as shown in Fig. 5. The dropout
is responsible for randomly dropping out some nodes in each
hidden layer to reduce the chance of overfitting and improve
the network’s performance [12].

To train the network, we split the dataset into a training
and testing set with an 80:20 ratio. During the training, we
applied 5-fold cross-validation and a grid-search technique to
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TABLE I
THE MEAN SQUARE ERROR (MSE) OF THE PROPOSED NETWORK FROM 4

DIFFERENT LABELS.

Labels MSE
Density-based score 0.0067
Google Place’s rating score 0.0447
Occupancy rate score 0.0420
Merged score 0.0113

Fig. 6. Relationship between actual values from the test set and predicted
values.

explore multiple choices of parameters and achieve the best
parameters on validation sets. The selected parameters are as
follows: batch size = 16, dropout = 0.05, Sigmoid activation
function, and learning rate = 0.001.

V. EXPERIMENTAL RESULTS

In this section, we will discuss several experimental results
that we used to evaluate our proposed network.

A. Mean Square Error: MSE

First, we evaluate our proposed network on the test data
using four different labels, and the results are shown in Table
I:

1) Density-based score: Using the density-based score as
the ground truth label, our model achieved the lowest Mean
Squared Error (MSE) at 0.0067. The results, as shown in Fig.
6, indicate that the ground truth and predicted scores tend to
be in a similar direction.

The examples of the condominium with the highest and
lowest scores along with some selected features are shown in
Table II. From the results, we can see that the condominiums
with high scores are mostly located in the center of Bangkok,
particularly in the Vadhana district, with accessibility to public
transportation (train stations) and other amenities. On the other
hand, the condominiums with lower scores are situated farther
from the city center and distant from various amenities.

2) Google Place’s rating score: Using the Google rating
score as a ground truth label, our model achieved an MSE
of 0.0447. We believe that predicting Google ratings is more
challenging for several reasons. First, the rating could come
from the user experience, which may not solely reflect the

Fig. 7. Comparison of the proposed model’s weights trained from: density
score (orange), Google rating (green), occupancy rate (red), merged score
(purple) and the baseline’s weight (blue).

quality or appeal of the condominium itself. For example, bad
service from the gym staff or disturbances from neighboring
rooms could result in an unfair rating for the condominium.
Second, reviews or ratings can be manipulated by the devel-
oper, such as paying for positive reviews or removing negative
ones.

3) Occupancy rate score: Then, with the occupancy rate
score label, our model achieves the highest MSE at 0.0420.
In this work, we computed the occupancy rate based on
population density data from [9]. Although the population
estimates are based on 50-meter resolution satellite imagery,
the available data is limited to only 2020. We posit that the
main drawback of this label is the limited data.

4) Merged score: Finally, we explore the merged score
label, which is the average of the 3 scoring methods described
above. With this score, our model achieves an MSE of 0.0113.
Due to the limitation of weight allocation for the score’s
components, we suspect that this performance might not be
optimal.

B. Feature’s weights correlation

To further explore our network, we extract the sum of
weights from the first hidden layer and normalize them to
represent the weight of each feature. The comparison of the
14 selected feature weights from different labels compared
with the baseline [5] is shown in Fig.7.

1) Density-based score: The features with the top 3 weights
are 1) The distance to the nearest train station, 2) The distance
to the nearest park, and 3) The distance to the department store.
And the features with the bottom 3 weights are 1) The distance
to the nearest university, 2) The distance to the nearest airport,
and 3) The distance to the nearest market.

Next, we compare our feature weights with those from
[5] to investigate the correlations between the two methods
using Spearman’s rank correlation coefficient [13]. Since our
features are different from those in [5], only the overlapping
features are compared, as shown in Fig.7.

In Fig.7, our weights are represented by orange bars, while
the corresponding weights from [5] are depicted in blue. As
observed in the graph, both our network and [5] assign the
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TABLE II
EXAMPLE OF THE CONDOMINIUM WITH HIGHEST AND LOWEST SCORES.

Project Name District Nearest train station Nearest park Nearest department store Score
The Reserve Thonglor 2 Vadhana 0.03 0.01 0.07 1.00
H Sukhumvit 43 Vadhana 0.04 0.03 0.03 1.00
The Bangkok Thonglor Vadhana 0.02 0.02 0.02 0.98
Suwan Asia Condominium Yan nawa 0.24 0.17 0.06 0.00
Baan Kacha Puri Condominium Taling Chan 0.09 0.28 0.17 0.00
Wongwaen Complex Bang Bon 0.16 0.34 0.17 0.00

TABLE III
THE SPEARMAN’S RANK CORRELATION COEFFICIENT (ρ) OF THE

PROPOSED NETWORK FROM 4 DIFFERENT LABELS WITH THE BASELINE.

Labels ρ
Density-based score -0.0441
Google Place’s rating score −0.1123
Occupancy rate score −0.1101
Merged score −0.1256

highest weight to the ”distance to the nearest train station”
feature, but the rankings for the remaining features differ.
Consequently, the Spearman correlation coefficient between
our weight ranking and [5] is -0.0441, as indicated in Table
III. This value is very close to zero, signifying a very weak
or almost nonexistent relationship between the two rankings.

2) Google’s rating score: The features with the top 3
weights are 1) The distance to the nearest convenience store,
2) The distance to the nearest bus stop, and 3) The distance to
the police station. The features with the bottom 3 weights are
1) The distance to the nearest university, 2) The distance to
the nearest airport, and 3) The distance to the nearest market.

The results from Table III reveal that the Spearman’s rank
correlation coefficient between features’ weights trained from
Google’s rating score and [5] is -0.1123. Similar to the
previous result, the correlation is very weak, indicating almost
no relationship between the two rankings.

3) Occupancy rate score: The features with the top 3
weights are 1) The distance to the nearest convenience store, 2)
The distance to the nearest bus stop, and 3) The distance to the
police station. And the features with the bottom 3 weights are
1) The distance to the nearest market, 2) The distance to the
nearest airport, and 3) The distance to the nearest university.

The ranking results are quite similar to Google’s rating.
The Spearman’s rank correlation coefficient between feature’s
weighted trained from occupancy rate score and [5] is 0.1101,
which show a very weak correlation between two rankings.

4) Merged score: The features with the top 3 weights are
1) Number of factories within 1 km, 2) The distance to the
nearest convenience store, and 3) The distance to the nearest
bus stop. The features with the bottom 3 weights are 1) The
distance to the nearest university, 2) The distance to the nearest
airport, and 3) The distance to the nearest market.

Similar to the previous results, the Spearman’s rank cor-
relation coefficient between feature weights trained from the
merged score and [5] also shows almost no relationship
between the two rankings with a value of −0.1256.

TABLE IV
THE SPEARMAN’S RANK CORRELATION COEFFICIENT BETWEEN OUR

PROPOSED LABELS.

Labels Density Google Occupancy Merged
Density-based score 1 0.773 0.817 0.878
Google Place’s rating score 0.773 1 0.945 0.954
Occupancy rate score 0.817 0.945 1 0.949
Merged score 0.878 0.954 0.949 1

From the experimental results, we believe that there are
multiple reasons why our feature weights are different from
[5]. First, the total number of features are different and only
overlap features are used to compute the rank correlation.
While there are only 14 features in [5], our work investigates
23 features. Since our models are optimized more amount of
features, the correlation with 14 features could be low.

Second, in [5], the features are manually weighted by thirty
experts, while our weights are trained from data of more than
two thousand existing condominiums. We believe that with
this larger sample size, our results could be different but more
reliable.

Finally, no evaluation methods are presented in [5]. In
contrast, we explore four different labels as shown in Table IV,
and the results demonstrate strong agreements among different
methods.

C. The feature’s weights analysis

From the experimental results, we observe that although the
Spearman’s rank correlation coefficient between our proposed
methods and [5] is quite low, there are some strong agreements
among the feature’s weights trained from four labels, as shown
in Table V.

The experimental results reveal that the most important
features are sufficient parking lots, accessibility to convenience
stores, and public transportation (e.g., bus stops or train
stations). Given that Bangkok is one of the most congested
cities in the world, these features carry the highest weight.

On the other hand, the location features with the lowest
weights are the distance to the nearest airport, the distance to
the nearest market, and the longitude. We hypothesize various
reasons to explain these results:

• Don Mueang International Airport, located in Don
Mueang district, is the only airport in the Bangkok
metropolitan region. Therefore, the distance to the nearest
airport always achieves the lowest weight.

• Bangkok is one of the world’s best cities for street
food, with the city scoring high marks for the number
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TABLE V
FEATURE RANKINGS SORTED BY WEIGHTS LEARNING FROM 4 DIFFERENT LABELS: DENSITY SCORE, GOOGLE RATING, OCCUPANCY RATE AND MERGED

SCORE IN THE DESCENDING ORDER.

Features Density Google Occupancy Merged
Number of project’s parking 1 1 1 1
Distance to the nearest train station 2 9 9 6
Distance to the nearest park 3 15 11 11
Distance to the nearest department store 4 8 5 7
Distance to the nearest police station 5 4 4 5
Number of factories within 1 km 6 6 7 2
Distance to the nearest bus stop 7 3 3 4
Distance to the nearest convenience store 8 2 2 3
Number of governments office within 1 km 9 5 13 8
Average distance of 3 nearest bus stop 10 7 6 10
Number of bus stops within 1 km 11 12 14 14
Number of train station within 1 km 12 11 8 9
Number of office buildings within 1 km 13 13 12 13
Distance to the nearest hospital 14 18 16 17
Distance to the nearest highway 15 17 18 15
Latitude number 16 19 19 18
Distance to the nearest university 17 20 20 20
Number of project’s facility 18 10 10 12
Distance to the nearest airport 19 21 21 21
District 20 16 17 19
Year of completion 21 14 15 16
Distance to the nearest market 22 22 22 22
Longitude number 23 23 23 23

of street food vendors [14]. Many people prefer to buy
ready-to-eat food from street food vendors or convenience
stores rather than buying food or ingredients from the
market and cooking by themselves. Thus, this feature
consistently ranks at the bottom.

• Finally, we believe that the latitude and longitude coor-
dinates of all condominiums might not vary significantly,
leading to the low weights for both features.

VI. CONCLUSION

In this work, we explore the location-based factors to
predict the scores for condominiums in Bangkok, Thailand.
To achieve our goal, we collect a novel dataset of more
than 2,000 condominiums in Bangkok and their metadata.
Since the ground truth condominium score does not exist,
we investigate several potential scoring labels, including: 1)
Condominium density-based score, 2) Google Place’s rating
score, 3) Occupancy rate score, and 4) Merged score.

Then, we present a multi-layer perceptron architecture to
predict the location-based score of a condominium and com-
pare its performance with the baseline [5]. Our best experimen-
tal results achieve an MSE of 0.0067 using the density-based
score labeling, and the feature weights trained from this label
receive the highest Spearman’s rank correlation coefficient
with [5] at 0.0441. Although our experimental results differ
from the baseline, we believe that due to the limitations of the
baseline, we provide more reliable results based on tangible
data instead of personal viewpoints.
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Abstract—In the era of data-driven approaches, ensuring
data quality is crucial for developing effective machine
learning and deep learning models. While data augmentation
is commonly used to increase the sample size, it does
not guarantee data quality. Data generation goes beyond
augmentation by incorporating additional steps to ensure
high-quality output samples. This technique is particu-
larly valuable for anomaly classification tasks with limited
training samples. A recent study introduced a 3DVAE-
LSTM (3-Dimensional Variational Autoencoders-Long Short-
Term Memory) approach for generating extremely rare case
signals. Although this framework synthesized samples for
training deep learning models, it faced challenges with long
sequential data. To address this, the authors proposed an
improved version called i3DVAE-LSTM (Improvement of
3-Dimensional Variational Autoencoders-Long Short-Term
Memory) and presented the evaluation of the i3DVAE-LSTM
framework. The proposed framework adopts a divide-and-
conquer technique, splitting long sequence data into smaller
fragments to enhance the quality of generated samples,
which are then concatenated together. Experimental results
demonstrated that classification models trained with data
generated by i3DVAE-LSTM outperformed baselines in all
aspects.

Index Terms—Anomaly Detection, Data Generation, Data
Augmentation, Variational Autoencoder, Long Short-Term
Memory Neural Network

I. INTRODUCTION

As the fields of machine learning and deep learning
(ML/DL) continue to advance, the prospect of these meth-
ods replacing human capabilities becomes more plausible.
Their ability to learn, adapt, and perform a wide range
of tasks is evident. One area where ML/DL can make
a significant impact is in the identification of anomalies,
a critical aspect in industrial settings. In this context,
anomalies refer to rare and unique occurrence signals
in sensors or work processes. They play a crucial role
in alerting us to potential issues. Timely detection and
investigation of anomalies are essential to prevent further
damage to systems and processes.

In this sense, an anomaly can be viewed as an outlier.
Hence, outlier detection and clustering, traditional ma-
chine learning (ML) methods, were commonly used for
anomaly detection. Although these methods can classify
anomalies as a separate class of data, they struggle to
identify the specific type of anomaly. To address this

*Corresponding author: kuntpong@it.kmitl.ac.th

limitation, researchers attempted to employ deep learning
(DL) techniques that can perform multi-class classification
[1]. However, DL approaches are effective in classifying
normal and anomaly data only when the training set is
well-balanced. In real-world scenarios, anomalies are rare
signals, resulting in imbalanced datasets. This leads to
overfitting models and poor performance in classification
tasks. To mitigate the scarcity of anomaly data, data aug-
mentation techniques were applied to increase the quantity
and diversity of the data [2]. While data augmentation
helps with the issue of insufficient anomaly quantity, it
does not address the problem of data quality. This is be-
cause the controllable quality of augmentation techniques
is lacking, resulting in generated anomaly samples that
often lose their distinguishing characteristics. As a result,
the performance of trained models tends to deteriorate.

To address the overfitting problem caused by the imbal-
anced dataset, data generation methods have emerged as
effective solutions [3]–[5]. Unlike data augmentation, data
generation is a controllable process that ensures the quality
of the generated data. Recently, a framework known as
3DVAE-ERSG (3-Dimension Variational Autoencoders for
Extremely Rare Signal Generation) [5] was proposed,
building upon previous works [3] and [4]. This innovative
approach introduced modifications, including increasing
the dimension of the VAE latent space from two to three
dimensions and adapting the data picker to work with the
three-dimensional latent space.

3DVAE-LSTM [6] was developed as a more recent and
updated version of [5], specifically designed for handl-
ing long sequential data. Despite its capabilities, further
improvement opportunities were recognized. As a result,
a recent and enhanced version of [6] emerged, known
as i3DVAE-LSTM [7]. This latest version aims to boost
the model’s accuracy significantly. The framework of
i3DVAE-LSTM, illustrated in Fig. 1, comprises various
essential elements: (i) augmentation methods applied to
different domains, (ii) a signal fragment assembler that
divides and randomly reassembles signals, (iii) a vari-
ational autoencoder (VAE) that trains on data from the
previous steps and generates samples in the latent space,
(iv) a data picker that selects samples from the latent
space, and (v) a quality classifier that ensures the final
outputs’ quality. By leveraging data generated through this
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Abstract—In the era of data-driven approaches, ensuring
data quality is crucial for developing effective machine
learning and deep learning models. While data augmentation
is commonly used to increase the sample size, it does
not guarantee data quality. Data generation goes beyond
augmentation by incorporating additional steps to ensure
high-quality output samples. This technique is particu-
larly valuable for anomaly classification tasks with limited
training samples. A recent study introduced a 3DVAE-
LSTM (3-Dimensional Variational Autoencoders-Long Short-
Term Memory) approach for generating extremely rare case
signals. Although this framework synthesized samples for
training deep learning models, it faced challenges with long
sequential data. To address this, the authors proposed an
improved version called i3DVAE-LSTM (Improvement of
3-Dimensional Variational Autoencoders-Long Short-Term
Memory) and presented the evaluation of the i3DVAE-LSTM
framework. The proposed framework adopts a divide-and-
conquer technique, splitting long sequence data into smaller
fragments to enhance the quality of generated samples,
which are then concatenated together. Experimental results
demonstrated that classification models trained with data
generated by i3DVAE-LSTM outperformed baselines in all
aspects.

Index Terms—Anomaly Detection, Data Generation, Data
Augmentation, Variational Autoencoder, Long Short-Term
Memory Neural Network

I. INTRODUCTION

As the fields of machine learning and deep learning
(ML/DL) continue to advance, the prospect of these meth-
ods replacing human capabilities becomes more plausible.
Their ability to learn, adapt, and perform a wide range
of tasks is evident. One area where ML/DL can make
a significant impact is in the identification of anomalies,
a critical aspect in industrial settings. In this context,
anomalies refer to rare and unique occurrence signals
in sensors or work processes. They play a crucial role
in alerting us to potential issues. Timely detection and
investigation of anomalies are essential to prevent further
damage to systems and processes.

In this sense, an anomaly can be viewed as an outlier.
Hence, outlier detection and clustering, traditional ma-
chine learning (ML) methods, were commonly used for
anomaly detection. Although these methods can classify
anomalies as a separate class of data, they struggle to
identify the specific type of anomaly. To address this
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limitation, researchers attempted to employ deep learning
(DL) techniques that can perform multi-class classification
[1]. However, DL approaches are effective in classifying
normal and anomaly data only when the training set is
well-balanced. In real-world scenarios, anomalies are rare
signals, resulting in imbalanced datasets. This leads to
overfitting models and poor performance in classification
tasks. To mitigate the scarcity of anomaly data, data aug-
mentation techniques were applied to increase the quantity
and diversity of the data [2]. While data augmentation
helps with the issue of insufficient anomaly quantity, it
does not address the problem of data quality. This is be-
cause the controllable quality of augmentation techniques
is lacking, resulting in generated anomaly samples that
often lose their distinguishing characteristics. As a result,
the performance of trained models tends to deteriorate.

To address the overfitting problem caused by the imbal-
anced dataset, data generation methods have emerged as
effective solutions [3]–[5]. Unlike data augmentation, data
generation is a controllable process that ensures the quality
of the generated data. Recently, a framework known as
3DVAE-ERSG (3-Dimension Variational Autoencoders for
Extremely Rare Signal Generation) [5] was proposed,
building upon previous works [3] and [4]. This innovative
approach introduced modifications, including increasing
the dimension of the VAE latent space from two to three
dimensions and adapting the data picker to work with the
three-dimensional latent space.

3DVAE-LSTM [6] was developed as a more recent and
updated version of [5], specifically designed for handl-
ing long sequential data. Despite its capabilities, further
improvement opportunities were recognized. As a result,
a recent and enhanced version of [6] emerged, known
as i3DVAE-LSTM [7]. This latest version aims to boost
the model’s accuracy significantly. The framework of
i3DVAE-LSTM, illustrated in Fig. 1, comprises various
essential elements: (i) augmentation methods applied to
different domains, (ii) a signal fragment assembler that
divides and randomly reassembles signals, (iii) a vari-
ational autoencoder (VAE) that trains on data from the
previous steps and generates samples in the latent space,
(iv) a data picker that selects samples from the latent
space, and (v) a quality classifier that ensures the final
outputs’ quality. By leveraging data generated through this
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advanced framework, the model showcases remarkable
performance improvements in multi-class classification
tasks.

However, as reported in [7], there is no supporting evi-
dence explaining why the i3DVAE-LSTM framework can
significantly improve the classification performance. Thus,
further research and analysis are necessary to validate
and understand the factors contributing to the observed
improvements.

The structure of this paper is as follows: Section II
explains how the i3DVAE-LSTM functions for generating
extremely rare anomaly signals. Section III presents the
experimental results, comparing our data generation per-
formance with the baselines and investigating the primary
factor influencing the performance enhancement. Finally,
Section IV summarizes the main idea of this work and
outlines our future directions.

II. PROPOSED METHOD

The paper introduces a framework called i3DVAE-
LSTM, designed to generate extremely rare anomaly sig-
nals. This framework represents an enhanced version of
3DVAE-LSTM [6]. Comprising five essential sections, as
depicted in Fig. 1 and explained below, the i3DVAE-
LSTM framework demonstrates significant advancements
in the generation of rare anomaly signals.

A. Data Generation Preparation

The objective of this step is to augment the limited
amount of rare data available. This is achieved through
two processes: (i) Creating additional samples from the
original data by slicing it into time windows. (ii) Aug-
menting the samples using various techniques [8], such
as upsampling-downsampling, fast Fourier transform [9],
and time series decomposition [10], across different do-
mains. The augmented data is then transformed back to its
original domain. Finally, (iii) an improved signal fragment
assembler (I-SFA) is applied to divide all the samples into
four fragments and reassemble them to form new signals,
following the approach described in [4].

B. First Quality Classifier (QC1)

QC1 serves as a quality assurance tester for the gen-
erated signals, ensuring their quality. Similar to previous
studies [4] and [5], the evaluation of errors is done
using mean absolute error (MAE) and histogram area
(HA) as metrics. The weighting of these scores can be
adjusted according to the specific requirements of the
application tasks. If the objective is to achieve a high level
of similarity between the generated and real signals, the
weight assigned to MAE is greater than that given to HA.
Conversely, if the goal is to prioritize signal generalization,
the weight assigned to HA is greater than that of MAE.

In addition, QC1 has the role of monitoring the quality
score of the generated signals and selectively retaining
only those that fall within a predetermined threshold. A
low score indicates that the signals have lost significant
data characteristics, while a high score suggests that the
signals lack diversity. By applying this threshold-based

approach, QC1 ensures that only signals of satisfactory
quality are retained for further use.

C. Data Generation Provider

The qualified samples obtained from the previous step
are utilized to train a Variational Autoencoder (VAE)
[11]. The VAE learns from these samples and creates a
probabilistic latent space. This latent space allows us to
generate an unlimited amount of data with high variability.
By adjusting the parameters of the VAE, we can increase
the dimensionality of the latent space. In this case, a three-
dimensional latent space is employed, providing greater
access to samples that may not have been discovered
previously. Mathematically, the VAE is defined by Eq. (1).

logP (X)−DKL[Q(z|X)||P (z|X)] =

E[logP (X|z)]−DKL[Q(z|X)||P (z)]
(1)

where X is the training signal. z is the latent variable
of the learned sample. P is the encoder’s conditional
probability. Q is the decoder’s conditional probability, and
the last one DKL is the Kullback–Leibler divergence of
function. Furthermore, we change the way VAE learns,
from the normal feed forward neural network to LSTM
[12], as expressed by Eqs. (2)–(7).

it = σ(wi[ht−1, xt] + bi) (2)

ft = σ(wf [ht−1, xt] + bf ) (3)

ot = σ(wo[ht−1, xt] + bo) (4)

c̃t = tanh(wc[ht−1, xt] + bc) (5)

ct = ft ∗ ct−1 + it ∗ c̃t (6)

ht = ot ∗ tanh(ct) (7)

where it is the input gate, ft is the forget gate, ot is the
output gate, σ is the sigmoid function, w is the weight of
each gate neurons, ht−1 is the output from previous LSTM
cell, xt is the current input, b is the bias of each gate, c̃t is
the candidate for cell state, and ct is the final output of the
LSTM model. The reason behind implementing LSTM to
VAE is that the new VAE can precisely learn details of
time-series signals for data generation.

By using a three-dimensional latent space, 3D Data
Picker [5] is applied to randomly select samples on the
latent space. Between two random samples, there are great
number of samples that contain their characteristics. This
technique can generate variety of artificial samples.
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Fig. 1. A framework of i3DVAE-LSTM
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Fig. 1. A framework of i3DVAE-LSTM

TABLE I
PERFORMANCE COMPARISON BASED ON RAW DATASET

Model Accuracy (%) Precision Recall F1-Score

3DVAE-ERSG [5] 96.1375 ± 4.8745 0.9769 ± 0.0266 0.9545 ± 0.0601 0.9575 ± 0.0559
3DVAE-LSTM [6] 98.3375 ± 2.6646 0.9881 ± 0.0186 0.9802 ± 0.0307 0.9827 ± 0.0274
i3DVAE-LSTM 99.7000 ± 0.9000 0.9983 ± 0.0052 0.9963 ± 0.0112 0.9971 ± 0.0088

TABLE II
PERFORMANCE COMPARISON BASED ON WADI DATASET

Model Accuracy (%) Precision Recall F1-Score

3DVAE-ERSG [5] 89.6750 ± 12.2098 0.8902 ± 0.1407 0.9059 ± 0.1023 0.8804 ± 0.1331
3DVAE-LSTM [6] 98.3625 ± 3.3258 0.9840 ± 0.0318 0.9821 ± 0.0348 0.9811 ± 0.0371
i3DVAE-LSTM 99.8500 ± 0.4500 0.9991 ± 0.0027 0.9981 ± 0.0059 0.9986 ± 0.0043

Fig. 2. An example of generated signal by 3DVAE-LSTM: The top graph depicts the generated signal, the middle graph showcases the original
signal, and the bottom graph illustrates a comparative analysis between the two signals.

Fig. 3. Exemplary signals generated by i3DVAE-LSTM: (a) Signal generated by the first random sample, and (b) Signal generated by the second
random sample.
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D. Second Quality Classifier (QC2)

QC2 is comparable to QC1 in that it guarantees data
quality. The score can be customized according to user
requirements. An extra step involves selecting a new
sample from the 3D latent space if the initial sample
is deemed inadequate. This process continues until the
desired number of samples is attained.

E. Split-and-Merge Data Generation

This section focuses on addressing data quality issues
when dealing with long sequence signals. Fig. 1 illustrates
the process, where a long sequence signal is divided into
smaller fragments. Each fragment is then trained sepa-
rately using sub-VAE-LSTM, resulting in a latent space
for each fragment. The encoded fragments are decoded
and concatenated together. The concatenated fragment is
then passed through a total data classifier, which serves a
similar purpose to QC2, in order to generate final outputs.

III. EXPERIMENTAL RESULTS

To assess the effectiveness of the proposed framework,
the researchers generated anomalous signals using real-
world datasets [13], [14]. Then, we used 1D-CNN [4],
[5], [15] as an evaluator for multi-class anomaly clas-
sification tasks. The evaluator assigned higher scores to
data with better quality and greater diversity generated by
the proposed framework. The settings and results of this
evaluation are outlined below.

A. Experimental Setup

For the performance comparison and replication, we
provide parameter setting and environment setup in our
experiments as follows:

• The sub-VAE-LSTM encoder was set 200 units to the
first layer and 100 units to the second layer, while the
decoder was set 100 units to the first layer and 200
units to the second layer. Here, four sub-VAE-LSTMs
were used.

• Similar to [5], the framework and classification model
were compiled and trained on 7 layers of the 1D-CNN
[4], [5], [15], respectively. The rectified unit (ReLU)
is an activation function for the fully connected layer.

• For the weight metric in QC1, we set SMAE to 0.3
and Shistogram to 0.7, while, in QC2, we set SMAE

to 0.7 and Shistogram to 0.3.
• All experiments used 10-fold cross-validation to pre-

vent bias or coincidence cases. (60% of training, 20%
of validation, and 20% of testing)

• Each generated dataset for classification was trained
with 4,000 samples, consisting of (i) 2,400 samples
of three anomaly classes with 800 samples each and
(ii) 1,600 samples of normal events. We only tested
with real datasets.

• For evaluation metrics, we used accuracy, precision,
and F1-score in four-digit decimal format.

• 3DVAE-ERSG [5] and 3DVAE-LSTM [6] were used
as baselines, since they outperformed other data
generation models. Most importantly, both baselines

were trained on the dataset with a sample long 10,800
seconds for each, whereas the proposed method,
i3DVAE-LSTM, was trained on the same dataset but
with a sample long 21,600 seconds for each.

• To assess the efficiency of the suggested approach,
the researchers employed the Secure Water Treatment
(SWaT) datasets sourced from iTrust [13] and the Wa-
ter Distribution System (WADI) [13]. These datasets
comprise readings from sensors placed on electronic
parts within a water treatment experimental setup.
The dataset includes regular operating conditions
as well as purposely induced abnormal incidents,
mimicking cyberattacks on the system. In the specific
test case of the proposed method, the focus was on
the raw water tank sensor (RAW), which is one of
the available sensor data points in SWaT.

B. Results and Discussion

The purpose of these experiments is to evaluate the
performance of different test methods using varying signal
lengths. Two baseline models, specifically 3DVAE-ERSG
and 3DVAE-LSTM, were trained on a dataset with samples
lasting 10,800 seconds each. In contrast, the i3DVAE-
LSTM was trained on a dataset containing samples lasting
21,600 seconds.

It is understandable why the 3DVAE-LSTM was not
trained using the longer 21,600-second samples. To il-
lustrate, Fig. 2 visually showcases our initial experiment,
demonstrating the training of the 3DVAE-LSTM model
with the extended 21,600-second samples. However, the
signal generated from the 3DVAE-LSTM model, trained
with the longer sequence, exhibits lower signal quality (the
top graph of Fig. 2). One of the reasons supporting this
phenomenon is that LSTM is indeed designed to work
well with time series data due to its ability to capture
temporal dependencies and patterns. Nonetheless, when
confronted with very long sequences in time series data,
LSTM encounters the vanishing gradient problem [16].
This problem arises when gradients become extremely
small during the backpropagation process, resulting in the
network struggling to learn long-range dependencies in the
data. Consequently, this impacts the network’s ability to
effectively capture patterns.

As anticipated, the outcomes presented in Table I affirm
that the i3DVAE-LSTM surpasses the baseline methods in
terms of accuracy, precision, recall, and F1-score during
testing on the RAW dataset. Moreover, Table II under-
scores the improved performance of the proposed method
when assessed using the WADI dataset. This accomplish-
ment comes from a strategy involving the segmentation
of training signals into smaller fragments, each processed
through a dedicated sub-VAE-LSTM segment as depicted
in Fig. 1. By adopting this approach, we successfully miti-
gate the vanishing gradient problem, a persistent challenge
in such architectures.

Furthermore, each sub-VAE-LSTM contributes to gen-
erating high-quality fragment signals, as demonstrated in
Fig. 3. The initial four graphs (from top to bottom) in
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D. Second Quality Classifier (QC2)

QC2 is comparable to QC1 in that it guarantees data
quality. The score can be customized according to user
requirements. An extra step involves selecting a new
sample from the 3D latent space if the initial sample
is deemed inadequate. This process continues until the
desired number of samples is attained.

E. Split-and-Merge Data Generation

This section focuses on addressing data quality issues
when dealing with long sequence signals. Fig. 1 illustrates
the process, where a long sequence signal is divided into
smaller fragments. Each fragment is then trained sepa-
rately using sub-VAE-LSTM, resulting in a latent space
for each fragment. The encoded fragments are decoded
and concatenated together. The concatenated fragment is
then passed through a total data classifier, which serves a
similar purpose to QC2, in order to generate final outputs.

III. EXPERIMENTAL RESULTS

To assess the effectiveness of the proposed framework,
the researchers generated anomalous signals using real-
world datasets [13], [14]. Then, we used 1D-CNN [4],
[5], [15] as an evaluator for multi-class anomaly clas-
sification tasks. The evaluator assigned higher scores to
data with better quality and greater diversity generated by
the proposed framework. The settings and results of this
evaluation are outlined below.

A. Experimental Setup

For the performance comparison and replication, we
provide parameter setting and environment setup in our
experiments as follows:

• The sub-VAE-LSTM encoder was set 200 units to the
first layer and 100 units to the second layer, while the
decoder was set 100 units to the first layer and 200
units to the second layer. Here, four sub-VAE-LSTMs
were used.

• Similar to [5], the framework and classification model
were compiled and trained on 7 layers of the 1D-CNN
[4], [5], [15], respectively. The rectified unit (ReLU)
is an activation function for the fully connected layer.

• For the weight metric in QC1, we set SMAE to 0.3
and Shistogram to 0.7, while, in QC2, we set SMAE

to 0.7 and Shistogram to 0.3.
• All experiments used 10-fold cross-validation to pre-

vent bias or coincidence cases. (60% of training, 20%
of validation, and 20% of testing)

• Each generated dataset for classification was trained
with 4,000 samples, consisting of (i) 2,400 samples
of three anomaly classes with 800 samples each and
(ii) 1,600 samples of normal events. We only tested
with real datasets.

• For evaluation metrics, we used accuracy, precision,
and F1-score in four-digit decimal format.

• 3DVAE-ERSG [5] and 3DVAE-LSTM [6] were used
as baselines, since they outperformed other data
generation models. Most importantly, both baselines

were trained on the dataset with a sample long 10,800
seconds for each, whereas the proposed method,
i3DVAE-LSTM, was trained on the same dataset but
with a sample long 21,600 seconds for each.

• To assess the efficiency of the suggested approach,
the researchers employed the Secure Water Treatment
(SWaT) datasets sourced from iTrust [13] and the Wa-
ter Distribution System (WADI) [13]. These datasets
comprise readings from sensors placed on electronic
parts within a water treatment experimental setup.
The dataset includes regular operating conditions
as well as purposely induced abnormal incidents,
mimicking cyberattacks on the system. In the specific
test case of the proposed method, the focus was on
the raw water tank sensor (RAW), which is one of
the available sensor data points in SWaT.

B. Results and Discussion

The purpose of these experiments is to evaluate the
performance of different test methods using varying signal
lengths. Two baseline models, specifically 3DVAE-ERSG
and 3DVAE-LSTM, were trained on a dataset with samples
lasting 10,800 seconds each. In contrast, the i3DVAE-
LSTM was trained on a dataset containing samples lasting
21,600 seconds.

It is understandable why the 3DVAE-LSTM was not
trained using the longer 21,600-second samples. To il-
lustrate, Fig. 2 visually showcases our initial experiment,
demonstrating the training of the 3DVAE-LSTM model
with the extended 21,600-second samples. However, the
signal generated from the 3DVAE-LSTM model, trained
with the longer sequence, exhibits lower signal quality (the
top graph of Fig. 2). One of the reasons supporting this
phenomenon is that LSTM is indeed designed to work
well with time series data due to its ability to capture
temporal dependencies and patterns. Nonetheless, when
confronted with very long sequences in time series data,
LSTM encounters the vanishing gradient problem [16].
This problem arises when gradients become extremely
small during the backpropagation process, resulting in the
network struggling to learn long-range dependencies in the
data. Consequently, this impacts the network’s ability to
effectively capture patterns.

As anticipated, the outcomes presented in Table I affirm
that the i3DVAE-LSTM surpasses the baseline methods in
terms of accuracy, precision, recall, and F1-score during
testing on the RAW dataset. Moreover, Table II under-
scores the improved performance of the proposed method
when assessed using the WADI dataset. This accomplish-
ment comes from a strategy involving the segmentation
of training signals into smaller fragments, each processed
through a dedicated sub-VAE-LSTM segment as depicted
in Fig. 1. By adopting this approach, we successfully miti-
gate the vanishing gradient problem, a persistent challenge
in such architectures.

Furthermore, each sub-VAE-LSTM contributes to gen-
erating high-quality fragment signals, as demonstrated in
Fig. 3. The initial four graphs (from top to bottom) in

Fig. 3 illustrate the generated signals from individual sub-
VAE-LSTMs. Subsequently, the fifth graph displays the
concatenation of these four fragment-generated signals,
while the sixth graph provides a comparison between the
generated (orange curve) and original (blue curve) signals.
Significantly, the visual quality of the generated signals
undergoes a notable enhancement.

This study highlights the importance of having varied
generated data, especially when aiming to make accurate
predictions. To ensure the model works well, it is crucial
to have a wide range of diverse data available. Conversely,
if the model only learns from the same repetitive data, it
might become too similar to the original data and lead
to overfitting—where it is too specialized for the training
data and does not generalize well to new data. This is why
the differences seen in Figs. 3 (a) and (b) are important.
They show how diverse data helps prevent overfitting and
improve the model’s performance.

IV. CONCLUSION

The paper proposes an evaluation of the i3DVAE-LSTM
framework’s ability to generate extremely rare anomaly
signals. This framework introduces a combination of
LSTM and VAE to effectively handle time-series data.
The data is first divided into small fragments for VAE
training and then concatenated. The results obtained from
i3DVAE-LSTM demonstrate its effectiveness in generating
data that significantly enhances the training of multi-class
classification models, leading to improved performance.

The experimental outcomes highlight that classifica-
tion models trained using data generated by i3DVAE-
LSTM consistently outperform baseline models across
all measured aspects. Additionally, our investigation of
the i3DVAE-LSTM framework, based on the conducted
experiments, reveals a pivotal factor that contributes to the
improved classification performance: the prevention of the
vanishing gradient problem through the utilization of sub-
VAE-LSTM.

Looking ahead, our future research aims to expand
the scope by conducting tests with additional datasets.
This broader testing will provide a more comprehensive
understanding of the framework’s applicability and effec-
tiveness.
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Abstract—Water level prediction plays a vital role in naviga-
tion, particularly for ports and harbors, which attracts more
attention in the academic domain. The conventional machine
learning algorithms, such as support vector regression and
artificial neural network, are commonly employed for predicting
water level. However, these algorithms have the high compu-
tational cost, which directly impacts on their performance and
implementation. Recent, a typical randomization-based algorithm
called echo state network obtains the good performance with
high efficiency in aspect of water level prediction. To enhance
forecasting performance and overcome its own limitations, this
study proposes three approaches for enriching features in the
conventional echo state network. Firstly, we propose the random
bar features selection approach to select useful features. Secondly,
a novel structure of ESN is designed to capture much richer
temporal features. Next, a spatial feature extraction method is
proposed based on a latent correlation and graph neural network
to capture the spatial features. Based on these methods, this
study proposes a Spatio-temporal ESN-based model (ST-ESN).
The experimental results and statistical analysis represent that
our proposed model has superior forecasting ability in water
level prediction rather than other compared models. It not only
overcomes the limitation of single features consideration, but it
also provides the data support from the high accuracy water
level prediction data, which is benefited in managing water-land
transportation, flood protection, and ship route management.
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I. INTRODUCTION

Time series prediction is one of a general problem in pattern
recognition. It is considered as a supervised learning task that
seeks the best fitting relationship between a set of historical in-
put features and its corresponding target values, which is used
to forecast the future observations. There are many techniques
in time series prediction that try to achieve high precision
performance and reduce forecasting errors and losses. Some
conventional machine learning algorithms demonstrate their
outstanding prediction ability and efficiency in the differ-
ent domains, such as prediction of COVID-19 corona virus
pandemic based on support vector regression, random vector
functional link for financial & economic time series predic-
tion, stock price prediction based on back-propagation neural
network, forecasting the coal price based on the variant of
radial basis function neural network, and so forth.

Besides, water level prediction is also one of hot topic
in the time series prediction. Recent years, it attracts more
attention from academic and industrial filed, which provides
the assistants on flood warning, safety navigation, and channel
management. Take the classical machine learning algorithms
and their variants as examples, a optimization algorithm —
Genetic Algorithm — with a Back Propagation (BP) neural
network model was proposed for water-level prediction [1]. It
not only settled the limited optimization and local convergence
problem, but it also improved the forecasting accuracy and its
stability in the flood disaster monitoring. Sahu et al. proposed a
multi-layer model based on perceptron neural network to fore-
cast ground water level, which achieved the best forecasting
performance in one year period at three different groundwater
well locations (Butte, Shasta, and Tehama) in California [2].
Moreover, a data-driven models — Support Vector Regression
(SVR) and Artificial Neural Network (ANN) were employed
to predict the ground water level [3]. These two classical
machine learning algorithms played a significant role in
forecasting groundwater levels of confined and unconfined
systems at 1-, 2-, and 3-month ahead. Its comparison exper-
iments proved that support vector regression obtained better
performance in short-term prediction than that of artificial
neural network. Although these classical machine learning
algorithms and their variants achieved good performance in
water level prediction, they still appeared some limitations
in the process of prediction. Their unique structure of neural
networks increase the complexity computation and the limited
features consideration restricts the forecasting performance.
For example, the computation of kernel trick of SVR will
become giant when input features are large-scaled. The loops
between forward-propagation and back-forward in BP grow
the times of computation in the training process.

Moreover, due to water level prediction belonging to the
branch of time series prediction, Recurrent Neural Network
(RNN) extracts the rich time series features from original
water level data, which are benefited to increase the accuracy
of prediction. RNN extracts the temporal features from wa-
ter level data and builds the relationship between temporal
features and target values. However, the majority of RNN
and its variants only focus on temporal features and employ
them to build prediction models. For example, Xu et al.
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tion, stock price prediction based on back-propagation neural
network, forecasting the coal price based on the variant of
radial basis function neural network, and so forth.

Besides, water level prediction is also one of hot topic
in the time series prediction. Recent years, it attracts more
attention from academic and industrial filed, which provides
the assistants on flood warning, safety navigation, and channel
management. Take the classical machine learning algorithms
and their variants as examples, a optimization algorithm —
Genetic Algorithm — with a Back Propagation (BP) neural
network model was proposed for water-level prediction [1]. It
not only settled the limited optimization and local convergence
problem, but it also improved the forecasting accuracy and its
stability in the flood disaster monitoring. Sahu et al. proposed a
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cast ground water level, which achieved the best forecasting
performance in one year period at three different groundwater
well locations (Butte, Shasta, and Tehama) in California [2].
Moreover, a data-driven models — Support Vector Regression
(SVR) and Artificial Neural Network (ANN) were employed
to predict the ground water level [3]. These two classical
machine learning algorithms played a significant role in
forecasting groundwater levels of confined and unconfined
systems at 1-, 2-, and 3-month ahead. Its comparison exper-
iments proved that support vector regression obtained better
performance in short-term prediction than that of artificial
neural network. Although these classical machine learning
algorithms and their variants achieved good performance in
water level prediction, they still appeared some limitations
in the process of prediction. Their unique structure of neural
networks increase the complexity computation and the limited
features consideration restricts the forecasting performance.
For example, the computation of kernel trick of SVR will
become giant when input features are large-scaled. The loops
between forward-propagation and back-forward in BP grow
the times of computation in the training process.

Moreover, due to water level prediction belonging to the
branch of time series prediction, Recurrent Neural Network
(RNN) extracts the rich time series features from original
water level data, which are benefited to increase the accuracy
of prediction. RNN extracts the temporal features from wa-
ter level data and builds the relationship between temporal
features and target values. However, the majority of RNN
and its variants only focus on temporal features and employ
them to build prediction models. For example, Xu et al.
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proposed a combination model based on Autoregressive Inte-
grated Moving Average Model (ARIMA) and RNN for water
level prediction in Taihu [5]. The linear correlation component
from ARIMA and nonlinear component from RNN were
constructed by RNN. Its experiment proved that the proposed
model achieved better results than that of RNN and ARIMA.
Zhang and Yang proposed a water level prediction model based
on RNN and designed a experiment to compare the forecasting
performance among proposed model, ANN, and Long Short
Term Memory (LSTM) [4]. There were sufficient evidence
to show that the proposed based-RNN model was not only
more efficient on the intelligent prediction of water level in
reservoirs, but it also had fewer parameters than others. At
the same time, LSTM as the highest level of attention in
type of RNN also achieved the good performance in water
level prediction [6]–[8]. However, their complex structure and
numerous parameters impact on the training efficiency and
application of models in the real world.

Recent years, a type of recurrent neural network called
Echo State Network (ESN) is widely used in the field of time
series prediction. The main of advantages of ESN is the high
training efficiency because of its random weights selection for
input weights and internal weights. Moreover, it also extracts
the temporal features using reservoir states in ESN, which
achieves the water level prediction with high accuracy. Liu et
al. proposed a multi-step water level prediction based on ESN,
which obtained the best multi-step forecasting performances
in water level of Yangtze river an Chao Phraya river than
that of compared randomization-based model [9]. However, it
still only focused on the temporal features to build a multi-
step water level prediction model. Especially for water level
of water stations in inland river, the spatial features deeply
influence on the forecasting ability of water level in the
training process of model.

Based on above-discussed contents regarding water level
prediction, to solve the drawbacks of machine learning algo-
rithms and extract richer features in the process of building
model for water level prediction, this study designs a spatio-
temporal water level prediction model. It provides a new
structure of randomization-based model — ESN by a direct
link between original input features and reservoir states and
using a random bar feature selection approach. This structure
not only filters the redundant features by random bar approach
but it also riches the temporal features. Besides, the latent
correlation approach based on attention mechanism and ESN
is used to transform time series data to graph structure data,
which explores the graphic relationship in the time series
features. Then, the spatial features from the original time series
features are extracted by Graphic Neural Network (GNN). The
main contributions of this study are summarized as follows:

1) A random bar features selection approach is proposed
to reduce the redundant samples from training data.

2) A new structure of ESN is proposed for extracting tem-
poral features, which obtains the much richer temporal
features.

3) A spatial structure data generator is proposed, which

employs the reservoir states of ESN and attention mech-
anism to generate spatial structure data from time series
data.

4) A combination model, including temporal features ex-
traction and spatial features extraction, is proposed,
which has superior forecasting ability in water level
prediction.

The paper is organized as follows. Section II briefly states
the ESN algorithm. The following section introduces the
random bar feature selection technique, graphic data trans-
formation, and the proposed algorithm. Section IV describes
an experiment framework. Section V presents a performance
comparison with the conventional randomization-based mod-
els on a well-studied set of real-world data set. Finally, the
conclusion is shown in Section VI.

II. REVIEW OF ESN

Before introducing the proposed methods, the detail of
ESN is represented. It was proposed by Jaeper [13], which
belonged to the type of reservoir computing. It employed
a recurrent neural network with sparse connections among
hidden neurons. Assume that the reservoir states and output
values are represented as S and Y, separately. To achieve
the training process, the least squares problem is designed as
following equation:

min
β

||βS − Y ||2 (1)

where β is output weights of ESN. In the training part of
ESN, the activation function F(·) is commonly defined as tanh
or sigmoid function in the hidden layer. Suppose that there
are Q number of hidden neurons in ESN, the input weights
(W ∈ RQ×L) and internal weights (Win ∈ RQ×Q) are
selected randomly with uniformed distribution. The reservoir
state (s) can be calculated based on the random selected
weights and input samples. The first reservoir state is defined
as s(1) = Wx(1). Then, the following (n + 1)-th reservoir
state (s(n+ 1)) can be computed by Eq.(2).

s(n+ 1) = F (Wxn+1 +Wins(n)+Wfbyn) (2)

where Wfb represents the output feedback matrix, here, Wfb

is null because the output feedback is not required; xn+1 is
the (n + 1)-th sample of input feature (x); and yn represents
the n-th output sample.

Moreover, Jeager also introduced another significant struc-
ture of ESN named leaky-ESN [12]. In leaky-ESN, the leaking
rate (α) and the compound gain (ρ) were defined and applied
to compute the leak integrator neurons. It is assume that rho
is equal to one. Its reservoir state can be simply represented
as Eq.(3).

s(n+ 1) = (1− α)s(n)+ αF (Wxn+1 +Wins(n)) (3)

The output weights (β) of leaky-ESN can be computed by
Eq.(4).

β = ST
(
SST + λI

)−1
Y (4)
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where S are the reservoir states which are combined with
M number of reservoir state (s); Y indicates the training
target values; T is the transpose operator; λ is the coefficient
parameter, and I is an identity matrix.

Then, the corresponding forecasting values (ŷ) can be
computed by Eq.(5).

ŷ = STβ (5)

III. METHODOLOGY

In this section, we propose a new spatio-temporal ESN
based model for water level prediction. To ease the burden
of computation and filter redundant features, a random bar
feature selection approach is proposed and applied to deal
with original training data. Moreover, a new structure of
ESN is designed to rich training features, which enhances
the forecasting ability. Besides, in the spatial features, this
study proposes a latent correlation approach to transform time
series data to the graph structure. Then, GNN is employed to
extract the spatial features. Finally, spatial feature and temporal
features are combined to be a mixed feature for building a
forecasting model. The details of each approach and proposed
model are introduced as the following subsections.

A. Temporal Features based on New Structure of ESN

Time series data contains numerous features. Some of them
are useful while others probably are irrelevant or noisy. To
avoid the influence of redundant features and noise, this study
proposes a random bar features selection approach. At the
same time, we employ a new structure ESN to extract temporal
features from filtered training data based on random bar. It not
only extracts the temporal features from time series data by
ESN characteristic, but it also riches the input features due to
the new structure of ESN.

Firstly, random bar approach is used to filter the redundant
or unimportant features from the original training data X . In
this selection approach, a random vector ( rv = [r1, · · · , rZ ])
is generated. Then, it is added randomly as a new feature
to the original training features, which can be represented
as Eq.(6), where L is the number of the training sample of
original training features(VR).

VR =




x1,1, · · · , x1,Z

...
. . .

...
r1, · · · , rZ
...

. . .
...

xL,1, · · · , xL,Z




(6)

Based on the generated features matrix VR, Principal Com-
ponent Analysis (PCA) is applied to identify the patterns and
relationships among features. This analysis enables the ranking
for the importance of features. After ranking, the position of
random vector is defined as the standard measurement for
the useful features. The features with the position exceeding
that of the random vector mean are useful, otherwise they
are useless or redundant. Based on this standard measurement
from the position of random bar, we remove the irrelevant

features (including random vector) and their corresponding
target values. Because this study focuses on time series pre-
diction, we are supposed to restore the sequence of selected
training samples from random bar selection approach. Finally,
the processed training features (V) and its corresponding target
values (VT) are shown as Vi = [xi,1, xi,2, . . . , xi,Z ] and VTi

= [xi,1, xi,2, . . . , xi,P ], respectively, where i = [1, 2, . . ., L], L
is number of selected samples based on random bar features
selection approach, P is the size of prediction horizon. The
main processes is shown in Figure 1.

Fig. 1. Random Bar selection Approach

Next, the processed training data is utilized in new structure
of ESN. A direct link is designed between input features
and reservoir states, which combines the reservoir states
with input features to be a transformer hidden matrix with
richer the features. The transformer hidden matrix (χi) can
be represented as χi = [xi,1, xi,2, · · · , xi,Z , s(i)], where i is
the number of training samples, i = [1, 2, · · · , L], L is the
processed training size based on random bar features selection
approach; Z is the time window; xi,1 represents the i-th sample
from the first column. The mathematical representation of
transformer hidden matrix (χ) is shown in Eq. (7). It represents
the temporal features based on new structure of ESN and
random bar selection approach.

χ =




x1,1, x1,2, · · · , x1,Z , s(1)
x2,1, x2,2, · · · , x2,Z , s(2)

...
...

. . .
...

...
xL,1, xL,2, · · · , xL,Z , s(L)


 (7)

B. Spatial Features based on Latent Correlation

To capture the spatial features of time series data, this study
employs self-attention mechanism to learn latent correlations
based on time series data for transforming time series data
to graphic structure data. Then, GNN is utilized to extract
its spatial features. The detail of extraction is introduced as
follows:

First, the processed training features V by random bar
features selection approach are employed to compute the
reservoir states by conventional ESN. The reservoir states are
represented by (S). Next, we utilize the reservoir state (S)
as a representation of the entire time series to compute the
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where S are the reservoir states which are combined with
M number of reservoir state (s); Y indicates the training
target values; T is the transpose operator; λ is the coefficient
parameter, and I is an identity matrix.

Then, the corresponding forecasting values (ŷ) can be
computed by Eq.(5).

ŷ = STβ (5)

III. METHODOLOGY

In this section, we propose a new spatio-temporal ESN
based model for water level prediction. To ease the burden
of computation and filter redundant features, a random bar
feature selection approach is proposed and applied to deal
with original training data. Moreover, a new structure of
ESN is designed to rich training features, which enhances
the forecasting ability. Besides, in the spatial features, this
study proposes a latent correlation approach to transform time
series data to the graph structure. Then, GNN is employed to
extract the spatial features. Finally, spatial feature and temporal
features are combined to be a mixed feature for building a
forecasting model. The details of each approach and proposed
model are introduced as the following subsections.

A. Temporal Features based on New Structure of ESN

Time series data contains numerous features. Some of them
are useful while others probably are irrelevant or noisy. To
avoid the influence of redundant features and noise, this study
proposes a random bar features selection approach. At the
same time, we employ a new structure ESN to extract temporal
features from filtered training data based on random bar. It not
only extracts the temporal features from time series data by
ESN characteristic, but it also riches the input features due to
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Based on the generated features matrix VR, Principal Com-
ponent Analysis (PCA) is applied to identify the patterns and
relationships among features. This analysis enables the ranking
for the importance of features. After ranking, the position of
random vector is defined as the standard measurement for
the useful features. The features with the position exceeding
that of the random vector mean are useful, otherwise they
are useless or redundant. Based on this standard measurement
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features (including random vector) and their corresponding
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diction, we are supposed to restore the sequence of selected
training samples from random bar selection approach. Finally,
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values (VT) are shown as Vi = [xi,1, xi,2, . . . , xi,Z ] and VTi
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is number of selected samples based on random bar features
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Next, the processed training data is utilized in new structure
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with input features to be a transformer hidden matrix with
richer the features. The transformer hidden matrix (χi) can
be represented as χi = [xi,1, xi,2, · · · , xi,Z , s(i)], where i is
the number of training samples, i = [1, 2, · · · , L], L is the
processed training size based on random bar features selection
approach; Z is the time window; xi,1 represents the i-th sample
from the first column. The mathematical representation of
transformer hidden matrix (χ) is shown in Eq. (7). It represents
the temporal features based on new structure of ESN and
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B. Spatial Features based on Latent Correlation

To capture the spatial features of time series data, this study
employs self-attention mechanism to learn latent correlations
based on time series data for transforming time series data
to graphic structure data. Then, GNN is utilized to extract
its spatial features. The detail of extraction is introduced as
follows:

First, the processed training features V by random bar
features selection approach are employed to compute the
reservoir states by conventional ESN. The reservoir states are
represented by (S). Next, we utilize the reservoir state (S)
as a representation of the entire time series to compute the

adjacency matrix (U) through self-attention mechanism. It can
be computed by Eq.(8).

Q = SUQ,K = SUK,U = Softmax

(
QKT

√
d

)
(8)

where Q and K represent the query and key in the self-
attention mechanism, respectively. They are computed through
linear projections using learnable parameters UQ and UK

within the attention mechanism, d represents the hidden di-
mension size of Q and K.

Furthermore, we denote the graphical structure data as
G = (V,U), where V is our proposed training features
(V ∈ RL×Z), L is the number of selected time-series (nodes)
based on random bar features selection approach, and Z is
the size of time window. The matrix U ∈ RL×L represents
the adjacency matrix of the graph, where uij > 0 indicates an
edge connecting nodes i and j, and the value uij represents
the strength of this edge.

Finally, we employ the graph structure G as input features
and utilize the baseline model GCN [16] to calculate the
graph matrix G, which captures the spatial features. The
mathematical representation can be computed by Eq.(9)

G = σ
(
D− 1

2UD− 1
2

)
(9)

where, U is the adjacency matrix of the graph G; the D is can
be represented as D = [D1,1, D2,2, . . . , Di,i]; σ(·) denotes an
activation function, such as the ReLU(·) = max(0, ·); and Dii

can be computed by Eq.(10).

Dii =
∑
j

Uij (10)

C. Spatio-temporal ESN-based Model

Based on temporal and spatial features extraction method,
this study proposes a Spatio-temporal ESN-based model (ST-
ESN) for time series prediction. The main structure of pro-
posed model is shown in Figure 2.

Fig. 2. Spatio-temporal ESN-based Model

There are three main processing categories in the ST-
ESN, including temporal features extraction, spatial features
extraction, and features combination. Before going through
these features extraction phases, the original input features are
processed by random bar features selection approach to obtain
our final processed Training features (V) for our proposed
model. In the temporal features extraction phase, we employ

the new structure of ESN to compute the transformer hidden
matrix (χ) using Eq.(7). Its processing detail is introduced in
Section III-A. At the same time, our proposed latent analysis
based reservoir states of ESN and self-attention mechanism is
used to compute the adjacency matrix (U). This mathematical
representation is shown in Eq.(8). Subsequently, based on the
adjacency matrix U and processed training features (V), the
graphical structure data (G) is generated. Then, the spatial
features are extracted by Eq.(9). The third phase combines
the temporal features with the spatial features. The combined
matrix is represented by ψ, where ψ = [χ,G]. The output
weights (β) of ST-ESN can be computed by Eq.(11).

β = ψT
(
ψψT + λI

)−1

V T (11)

where V T is the selected target values by random features
selection approach. Its forecasting values (Ŷ ) are computed
by Eq.(12).

Ŷ = ψTβ (12)

IV. EXPERIMENT FRAMEWORK

The performance of the proposed model ST-ESN is com-
pared with several models, including ESN, GNN, ESN with
Random bar (Ran-ESN), a new structure of ESN (Di-ESN),
as well as temporal features based on ESN (T-ESN). The
data sets are conducted on five water level datasets from five
Chinese water stations located in the Yangtze River in China.
The details of the data sets are explained in Section IV-A
followed by experimental settings in Section IV-B. Finally,
the experimental results will be shown and discussed.

A. Data Description

We select five water stations from Yangtze River in China
for testing the forecasting ability of our proposed model. Four
water level stations, including AnQing (AQ), BaiLuan (BL),
WuHu (WH), and ZhengJiang (ZJ), recorded time series water
level data at 8am every day from 07/09/1990 to 08/13/2016.
Only MaoPing (MP) station recorded the daily water level
data from 10/28/2016 to 03/22/2018. Then, these data sets are
transformed to be matrix based on data transformation method
[14] for training and testing models.

B. Experimental Design and Setting

The experiments are conducted on a laptop with Window
11, 8th Gen Intel Core i7 Processor with 16GB of memory.
The compared models and proposed model are measured by
Mean Square Error (MSE) and Symmetric Mean Absolute
Percentage Error (SMAPE) on five water level data sets.

To evaluate the performance of our proposed methods and
model, we design two experiment. The first experiment shows
the random bar features selection approach, new structure of
ESN and the temporal feature based on the new structure of
ESN play the role in the water level prediction. It compares
the differences in the performances of four models, including
ESN, Ran-ESN, Di-ESN, T-ESN. The second experiment com-
pares the performance of proposed model ST-ESN with that
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of others, which shows the differences between the proposed
model with temporal and spatial features and other models.

In all experiments, we defined the prediction horizon P and
time window Z as 5 and 20, respectively. The five forecasting
steps and average performance in 1-5 period are evaluated
on five water level data sets for all models. These data sets
are separated by the proportion 70% and 30% for training
and testing sets, respectively. To compare fairly, the hyper-
parameter(s) of each algorithm are required to be tuned. This
study employs a simple grid search for each algorithm in these
two experiments. In model ESN, Ran-ESN, Di-ESN, T-ESN,
GNN, and ST-ESN, the number of hidden neurons are varied
in a range of [10, 20, . . . , 100] with 10 intervals. The other two
parameters of these models, including the input scaling and the
spectral radius, are searched in the range of [0.05,0.95] with
0.05 intervals.

V. RESULTS AND DISCUSSION

The forecasting performances of all compared models with
MSE and SMAPE on the five data sets are shown in Table I.
In the first experiment, comparing the performances of the
average prediction period among three models, the results
indicated that T-ESN achieved the best performance on 3/5
datasets. For the 1-5 prediction period, the average values
of the T-ESN model across all three datasets were 0.028 for
MSE and 8.18% for SMAPE. The minimum value of MSE
and SMAPE appeared in MP data with 2.5E-06 and 0.03%,
respectively. Conversely, the WH data had the highest values,
reaching at 1.98E-02 for MSE and 13.18% for SMAPE. The
AQ dataset demonstrated that the Di-ESN method achieved
the best performance in MSE and the ZJ dataset showed that
the Di-ESN method achieved the best performance in SMAPE.
There is evidence to indicate that T-ESN outperformed ESN,
Di-ESN, and Ran-ESN during the 1-5 prediction period.
Moreover, except for the ZJ data, the T-ESN model achieved
the best SMAPE performance compared to the ESN, Ran-
ESN, and Di-ESN models at each step for the AQ, BL, MP,
and WH datasets. In the ZJ data, the Di-ESN method achieved
the best SMAPE performance. For MSE, in the AQ data, the
Di-ESN achieved the best performance in the 1st, 2nd, 4th,
and 5th steps, except for the 3rd step where the T-ESN got the
best performance. In the MP data, the Ran-ESN performed the
best in the 1st and 2nd steps, while the T-ESN outperformed
in the remaining steps. In the WH data, except for the 3rd step
where the Ran-ESN performed the best, the T-ESN achieved
the best performance in the other steps. In all other data sets,
the T-ESN method achieved the best performance. Overall,
our proposed model T-ESN plays a vital role in water level
prediction.

In the second experiment, comparing the performance of
the average prediction period across that of rest of models, the
results indicated that ST-ESN outperformed all other models
on all data sets. In terms of each-step prediction, T-ESN model
demonstrated the best performance for both MSE and SMAPE
in the first step of WH data. On ZJ data, T-ESN achieved the
best performance for MSE in the second and third steps of

water level prediction. On ZJ data, Di-ESN achieved the best
performance for SMAPE in the second step. Overall, ST-ESN
outperformed the other models in comparison, demonstrating
its successful application across various types of real water
level data. It not only deal with water level prediction in
various areas but it was also contributed to the monitoring and
forecasting of water levels in water stations, thereby ensuring
navigation safety.

Furthermore, we employed a statistical method known as
the ”Friedman Rank Test” to validate the performance of our
proposed model against the tested models. The null hypothesis
of test is that there is no difference among the mean rank of
algorithms. The accuracy (1-SMAPE) was used to build data
for Friedman Rank Test. SPSS was employed to run this test.
According to results, we report the mean rank across all data
sets of each model, as shown in Table II. At significant level
α = 0.05, this text gave p-value = 0.002 with χ2 = 19.05 from
report of Friedman Rank Test in SPSS. Based on statistical
results, we can reject the null hypothesis. Besides, Table II
showed the mean rank values in ascending order for each data
set. The worst model — ESN and GNN — was given the first
rank, while the best model (ST-ESN) was the sixth rank in
this situation. Therefore, it proved that our proposed model
ST-ESN was the best model on all data sets.

VI. CONCLUSION

This paper proposes a new model called ST-ESN. It utilizes
a newly proposed Random Bar selection approach to select
relevant and significant input features. Additionally, the new
structure of ESN is designed to extract and rich the temporal
features. Next, the latent correlation approach, which combines
the reservoir states of ESN and attention mechanism, is em-
ployed to transform time series data into a graphical structure
data, enabling the exploration of the graphical relationships
within the time series features. Finally, based on temporal
and spatial features extraction method, this study introduces a
Spatio-temporal ESN-based model (ST-ESN) for water level
prediction. The experiments indicate that ST-ESN has superior
forecasting ability in water level prediction rather than other
compared models. In the future, this study will enhance our
algorithm for online learning by adjusting the connection of
the hidden neurons in the network to improve performance.
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of others, which shows the differences between the proposed
model with temporal and spatial features and other models.
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AQ dataset demonstrated that the Di-ESN method achieved
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According to results, we report the mean rank across all data
sets of each model, as shown in Table II. At significant level
α = 0.05, this text gave p-value = 0.002 with χ2 = 19.05 from
report of Friedman Rank Test in SPSS. Based on statistical
results, we can reject the null hypothesis. Besides, Table II
showed the mean rank values in ascending order for each data
set. The worst model — ESN and GNN — was given the first
rank, while the best model (ST-ESN) was the sixth rank in
this situation. Therefore, it proved that our proposed model
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structure of ESN is designed to extract and rich the temporal
features. Next, the latent correlation approach, which combines
the reservoir states of ESN and attention mechanism, is em-
ployed to transform time series data into a graphical structure
data, enabling the exploration of the graphical relationships
within the time series features. Finally, based on temporal
and spatial features extraction method, this study introduces a
Spatio-temporal ESN-based model (ST-ESN) for water level
prediction. The experiments indicate that ST-ESN has superior
forecasting ability in water level prediction rather than other
compared models. In the future, this study will enhance our
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TABLE I
PERFORMANCE OF ST-ESN VS. COMPARED MODELS ON FIVE WATER LEVEL DATA SETS

data model 1 2 3 4 5 1-5 1 2 3 4 5 1-5

AQ

MSE SMAPE
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Abstract—Our study explores the application of deep
learning models, specifically LSTM (Long Short-Term Mem-
ory) and CNN (Convolutional Neural Network), in the
realm of sign language translation to address communica-
tion barriers faced by individuals with hearing disabilities.
Using a dedicated dataset comprising ten frequently used
American Sign Language words, we rigorously compare the
performance of LSTM and CNN models, measuring precision
and recall metrics. The LSTM model achieves a perfect
accuracy score of 1, while the CNN model demonstrates
a commendable accuracy of 0.9826. These results highlight
the potential of these deep learning architectures to facilitate
more inclusive and accessible communication avenues in sign
language, bridging the communication divide.

Index Terms—Sign language, LSTM, CNN, real-time
translation, machine learning, communication barriers,
American Sign Language.

I. INTRODUCTION

Sign language serves as the primary mode of commu-
nication for individuals with hearing disabilities, enabling
them to express their thoughts, emotions, and ideas. How-
ever, the limited understanding of sign language among
the general population poses significant challenges for ef-
fective communication between individuals who primarily
use sign language and those who do not understand it.
Bridging this communication gap is crucial for fostering
inclusivity and equal participation for individuals with
hearing disabilities in various social and professional con-
texts.

One efficient solution for reducing this communication
gap is the utilization of modern technologies to facilitate
seamless interaction between individuals with hearing
disabilities and the broader community. Consequently,
the development of effective sign language translation
systems becomes a critical focal point. The effectiveness
of such systems hinges on the selection of appropriate deep
learning architectures. Thus, the present paper embarks on
an exploration of two distinct deep learning paradigms:

*Corresponding Author: kuntpong@it.kmitl.ac.th

LSTM (Long Short-Term Memory) and CNN (Convolu-
tional Neural Network).

To address these challenges and enhance the accuracy
of sign language translation, we conduct a comprehensive
comparative analysis of LSTM and CNN architectures.
By evaluating their performance on multi-word translation
tasks, we aim to identify the strengths and weaknesses of
each approach. Factors such as translation accuracy, ro-
bustness to variations in gestures, computational efficiency,
and real-time translation capability will be considered in
our analysis. The outcomes of our research will contribute
to the development of more accurate and efficient sign
language translation systems.

The remainder of this paper is organized as follows:
Section II provides a brief review of applying LSTM
and CNN for sign language translation. In Section III,
we present the methodology in implementing LSTM and
CNN architectures for exploration. Section IV presents
the experimental setup and analyzes the results obtained.
Finally, Section V concludes the paper, highlighting the
contributions of our approach and discussing potential
avenues for future research.

II. LITERATURE REVIEW

In this paper, we focus on exploring the effective-
ness of LSTM (Long Short-Term Memory) and CNN
(Convolutional Neural Network) architectures to enhance
translation accuracy, particularly in multi-word translation
scenarios.

Several studies have delved into sign language recog-
nition and translation, leveraging the Mediapipe frame-
work alongside LSTM architectures. For instance, in the
work of [1], the researchers proposed a system for rec-
ognizing American Sign Language (ASL) alphabets. By
combining the Mediapipe library with LSTM models,
they demonstrated the effectiveness of LSTM architectures
in capturing temporal dependencies within sign language
gestures, leading to accurate recognition of ASL alphabets.

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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I. INTRODUCTION

Sign language serves as the primary mode of commu-
nication for individuals with hearing disabilities, enabling
them to express their thoughts, emotions, and ideas. How-
ever, the limited understanding of sign language among
the general population poses significant challenges for ef-
fective communication between individuals who primarily
use sign language and those who do not understand it.
Bridging this communication gap is crucial for fostering
inclusivity and equal participation for individuals with
hearing disabilities in various social and professional con-
texts.

One efficient solution for reducing this communication
gap is the utilization of modern technologies to facilitate
seamless interaction between individuals with hearing
disabilities and the broader community. Consequently,
the development of effective sign language translation
systems becomes a critical focal point. The effectiveness
of such systems hinges on the selection of appropriate deep
learning architectures. Thus, the present paper embarks on
an exploration of two distinct deep learning paradigms:
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LSTM (Long Short-Term Memory) and CNN (Convolu-
tional Neural Network).

To address these challenges and enhance the accuracy
of sign language translation, we conduct a comprehensive
comparative analysis of LSTM and CNN architectures.
By evaluating their performance on multi-word translation
tasks, we aim to identify the strengths and weaknesses of
each approach. Factors such as translation accuracy, ro-
bustness to variations in gestures, computational efficiency,
and real-time translation capability will be considered in
our analysis. The outcomes of our research will contribute
to the development of more accurate and efficient sign
language translation systems.

The remainder of this paper is organized as follows:
Section II provides a brief review of applying LSTM
and CNN for sign language translation. In Section III,
we present the methodology in implementing LSTM and
CNN architectures for exploration. Section IV presents
the experimental setup and analyzes the results obtained.
Finally, Section V concludes the paper, highlighting the
contributions of our approach and discussing potential
avenues for future research.

II. LITERATURE REVIEW

In this paper, we focus on exploring the effective-
ness of LSTM (Long Short-Term Memory) and CNN
(Convolutional Neural Network) architectures to enhance
translation accuracy, particularly in multi-word translation
scenarios.

Several studies have delved into sign language recog-
nition and translation, leveraging the Mediapipe frame-
work alongside LSTM architectures. For instance, in the
work of [1], the researchers proposed a system for rec-
ognizing American Sign Language (ASL) alphabets. By
combining the Mediapipe library with LSTM models,
they demonstrated the effectiveness of LSTM architectures
in capturing temporal dependencies within sign language
gestures, leading to accurate recognition of ASL alphabets.
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This study underscores the potential of LSTM models in
recognizing static sign language gestures. Similarly, [2]
focuses on Indian Sign Language (ISL) gestures and illus-
trates the potential of the Mediapipe Holistic framework
in conjunction with LSTM models, leading to heightened
accuracy in gesture recognition. Additionally, [4] offers a
comprehensive understanding of automatic sign language
recognition, highlighting the significance of including both
hand and non-manual features. This comprehensive view
aids our experimental framework and subsequent LSTM-
CNN comparison.

Within the domain of LSTM architectures, several pa-
pers contribute unique strengths to the ongoing investiga-
tion of sign language blackrecognition and translation. [8],
for instance, excels in providing a thorough comparative
analysis of LSTM and CNN architectures within the realm
of sign language translation. Furthering this discourse,
[9] offers valuable insights into deep learning approaches
tailored for sign language translation. Meanwhile, [11]
delves into CNN-LSTM models specialized in recognizing
American Sign Language, adding depth to the exploration.
Moreover, [12] delves into the domain of deep CNN-
LSTM models for sign language translation, contributing
its strengths to the field. Collectively, these papers enrich
our understanding of LSTM’s versatility and effectiveness
for sign language recognition and translation tasks.

The utilization of CNN architectures in sign language
recognition and translation is another area of significant
strength and exploration. Notably, [10] stands out for its
comparative analysis of LSTM and Transformer architec-
tures within the realm of sign language translation, con-
tributing valuable insights into their respective strengths.
Meanwhile, [14] shines a spotlight on the amalgamation
of CNN and LSTM models for sign language recognition,
showcasing its unique strengths. Furthermore, [15] focuses
on real-time deep learning models meticulously designed
for recognizing American Sign Language, offering its own
distinctive strengths to the conversation. Additionally, [16]
underscores the effectiveness of CNN-based techniques
for fingerspelling recognition in American Sign Language.
These studies collectively contribute to the growing repos-
itory of insights, highlighting CNN’s distinctive strengths
in advancing sign language recognition and translation
technology.

All the mentioned papers contribute valuable insights
to the field of sign language recognition and translation,
providing a foundation for our experimental setup and
comparison between LSTM and CNN architectures.

III. METHODOLOGY

The schematic depiction of the experimental system’s
design framework is presented in Fig. 1. Further details
of each component are elaborated upon in the subsequent
subsections.

A. Data Collection

To develop an effective sign language translation ap-
plication, we commenced with the collection and prepro-
cessing of the sign language gesture dataset. Our dataset

includes 10 common words, such as “Hello, Hungry, Sick,
Sorry, Thank you, What, When, Where, Who, Why,”
which are frequently used in everyday life. Each pose uses
30 videos, with one video per session of the pose. Some
of the gestures were chosen because they were similar
to increase the difficulty of the test. The gestures for
these words were captured through videography, with the
author personally performing and recording each gesture
using American Sign Language (ASL) at a resolution of
1980 x 720 pixels and 30 frames per second video. Fig.
2 depicts example word-action images, which represent
the first and second actions of the words “Why” and
“Hello,” respectively. This comprehensive dataset provides
a diverse range of ASL gestures for training and testing
our translation models.

B. Data Preprocessing

After capturing the sign language gesture videos, we
preprocess the data by dividing each video into individual
image frames. From each video, we carefully select 30
frames that are appropriate for further analysis and model
training. For the CNN model’s dataset, we pick one frame
out of the 30 frames captured, specifically choosing the
frame that most clearly represents the intended gesture.
This single frame is then utilized as the input for the CNN
model. On the other hand, for the LSTM model’s dataset,
we utilize all 30 frames obtained from each video. We
employ the Mediapipe framework, specifically the holistic
detect function, to identify and extract the coordinates of
each body point. This process results in datasets containing
the time series coordinates of the detected body points for
each gesture.

C. Model Selection

We opted to utilize LSTM (Long Short-Term Memory)
and CNN (Convolutional Neural Network) models due
to their widespread usage in prior research within the
field of sign language recognition. These models have
been extensively explored and have demonstrated their
effectiveness in various aspects of sign language analysis.

LSTM models are well-suited for capturing temporal
dependencies and recognizing dynamic movements, mak-
ing them suitable for understanding the nuanced aspects
of sign language communication, including multi-word
expressions where gesture order and timing are crucial.

Conversely, CNN models have primarily been applied
in static image classification tasks within sign language
recognition, such as hand detection and segmentation.
They excel at extracting spatial features from images,
contributing to their utility in specific sign language recog-
nition tasks.

D. Training and Testing

For training and testing our models, we partitioned the
dataset into 80% for training and 20% for testing, and
implemented cross-validation to ensure robust evaluation.

On the CNN model, we utilized the YOLOv5 frame-
work along with the PyTorch library. Specifically, we em-
ployed the yolov5s.pt model, which is the smallest version
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Fig. 1: Design of the experimental system

Fig. 2: Word-action images: (a) and (b) represent the first
and second actions of the word “Hello,” while (c) and (d)
depict the first and second actions of the word “Why.”

Fig. 3: LSTM Architecture

with 214 layers and 7,046,599 parameters. The choice of
yolov5s is due to its widespread popularity among users
and its versatility across various platforms. Additionally,
yolov5s strikes a balance between being lightweight and
still providing a sufficient number of layers for effective
object detection. The author’s interest in yolov5 stems
from a desire to test its performance and functionality in
the context of our study, and it proved to be a suitable
choice for our objectives.

On the LSTM model, we employed the TensorFlow
library to create a sequential model with 5 layers and
231,562 parameters. Each layer was thoughtfully config-
ured with specific input shapes and activation settings,
tailoring it to the unique requirements of our sign language
recognition task.

E. Experimental Setup

In our study, we established an efficient experimental
setup for collecting and processing sign language datasets.
This setup harmoniously combined essential software tools
and hardware components:

Fig. 4: YoloV5 Architecture

Python: Our primary programming language, with its
versatile libraries and frameworks, served as the founda-
tion for sign language recognition and translation algo-
rithms.

OpenCV: We used OpenCV for crucial image and
video processing tasks, ensuring dataset quality for model
training.

TensorFlow: TensorFlow played a central role in craft-
ing robust CNN and LSTM models for sign language
recognition.

Mediapipe: This library, with its ’holistic’ function,
enabled us to extract facial landmarks, hand gestures,
and body movements from mobile camera videos. This
comprehensive tracking enriched our sign language recog-
nition process by capturing both manual signs and non-
manual features like facial expressions and body language,
enhancing the depth and accuracy of our system.

YOLOv5: YOLOv5 provided real-time object detection
capabilities, enhancing the identification of signs and
gestures in mobile camera videos.

Roboflow: We streamlined dataset preparation and man-
agement with Roboflow, an efficient tool for computer
vision data.

Hardware: Our setup included an iPhone camera for
real-world sign language video capture and Google Colab
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Python: Our primary programming language, with its
versatile libraries and frameworks, served as the founda-
tion for sign language recognition and translation algo-
rithms.

OpenCV: We used OpenCV for crucial image and
video processing tasks, ensuring dataset quality for model
training.

TensorFlow: TensorFlow played a central role in craft-
ing robust CNN and LSTM models for sign language
recognition.

Mediapipe: This library, with its ’holistic’ function,
enabled us to extract facial landmarks, hand gestures,
and body movements from mobile camera videos. This
comprehensive tracking enriched our sign language recog-
nition process by capturing both manual signs and non-
manual features like facial expressions and body language,
enhancing the depth and accuracy of our system.

YOLOv5: YOLOv5 provided real-time object detection
capabilities, enhancing the identification of signs and
gestures in mobile camera videos.

Roboflow: We streamlined dataset preparation and man-
agement with Roboflow, an efficient tool for computer
vision data.

Hardware: Our setup included an iPhone camera for
real-world sign language video capture and Google Colab

Pro Plus for GPU-powered model training.
Google Drive: We utilized Google Drive for cloud

storage, ensuring data accessibility and collaboration.
In terms of model training, we fine-tuned the hyperpa-

rameters for our CNN and LSTM models as follows:
• CNN:

– Learning Rate: 0.01
– Batch Size: 64
– Epochs: 150
– Optimizer: SGD
– Loss Function:

∗ Box loss (bounding box regression loss
- Mean Squared Error)

∗ Object loss (confidence of object presence
- objectness loss)

∗ Classification loss (cross-entropy
- categorical crossentropy)

• LSTM:
– Learning Rate: 0.001
– Batch Size: 64
– Epochs: 150
– Optimizer: Adam
– Loss Function: Categorical crossentropy

This integrated approach allowed us to collect real-
world sign language data, process it efficiently, and train
effective deep learning models, contributing to the success
of our sign language recognition and translation study.

IV. RESULTS AND ANALYSIS

A. Evaluation Metrics

In our study, we employed confusion matrices as tabular
representations to evaluate the performance of our predic-
tion models. These matrices provide valuable insights into
the correctness or incorrectness of the model’s predictions.
Since our problem involves multi-class classification, we
utilized a multi-class confusion matrix for evaluation,
which does not involve positive or negative classes as in
binary classification.

For each class, such as “Hello,” the confusion matrix
allowed us to calculate the following metrics: True Posi-
tives (TP): The number of instances correctly classified as
“Hello.” False Negatives (FN): The number of instances
that belong to the “Hello” class but were incorrectly
classified as belonging to another class. By examining the
TP and FN values, we could gain a better understanding
of how well the model performed in correctly identifying
instances related to the “Hello” class.

For our work on “Sign Language Translation,” we chose
precision and recall as performance metrics for evaluating
the model’s effectiveness. These metrics are essential due
to the class imbalance in sign language datasets and the
importance of accurate translations for effective communi-
cation. Precision helps us assess the proportion of correct
predictions among positive predictions, ensuring accurate
translations, while recall ensures that a significant portion
of positive samples is captured, minimizing misinterpre-
tations. By using precision and recall, we gain valuable

insights to improve the translation system’s overall quality
and meet the specific needs of sign language users.

1) Accuracy: Classifier accuracy is a widely used met-
ric that measures the overall correctness of the model’s
predictions. It is calculated as the ratio of correctly classi-
fied samples to the total number of samples in the dataset.
The formula for accuracy is:

Accuracy =
Number of Correctly Classified Samples

Total Number of Samples

2) Precision: Precision is a metric that provides infor-
mation about the correctness of positive predictions made
by the classifier. It is calculated as the ratio of true positive
predictions to the total number of positive predictions
made by the model. The formula for precision is:

Precision =
True Positives

True Positives + False Positives
Precision is especially useful when the cost of false

positives is high, and we want to minimize incorrect
positive predictions.

3) Recall: Recall, also known as sensitivity or true
positive rate, indicates the percentage of positive samples
that were correctly classified as positive by the classifier.
It is calculated as the ratio of true positive predictions to
the total number of actual positive samples in the dataset.
The formula for recall is:

Recall =
True Positives

True Positives + False Negatives

Recall is valuable when the cost of false negatives is
high, and we want to minimize missing positive samples.

4) F1-Score: The F1-Score is a measure of a model’s
accuracy that balances both precision and recall. It is
particularly useful when dealing with imbalanced datasets
or when there is an uneven cost associated with false
positives and false negatives. The F1-Score is calculated
using the following formula:

F =
2 · Precision · Recall
Precision + Recall

B. Result Discussion

In our study, we conducted cross-validation on 5 models
and observed that CNNs performed well on gestures with
minimal movement, as they resemble still images. The re-
sults are reported in Tables I and II. However, for gestures
involving two or more strokes, such as the word ’Sorry,’
the initial prediction by the model might be incorrect.
Subsequently, as the second gesture is performed, the
CNN predicts more accurately. Nevertheless, some false
predictions occurred due to similarities between certain
gestures, like ’Thank you,’ ’Sorry,’ and ’What,’ where the
hand positions are often close to the chest.

On the other hand, LSTM showed better results for
gestures with significant movements, benefiting from its
time series prediction capabilities, which make it highly
accurate. For words with two strokes, the LSTM correctly
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TABLE I: Model Performance Comparison for Word-gestures: “Hello,” “Hungry,” “Sick,” “Sorry,” and “Thank you”

Gesture / Model Hello Hungry Sick Sorry Thank you
LSTM CNN LSTM CNN LSTM CNN LSTM CNN LSTM CNN

Precision 1.000 0.977 1.000 0.926 1.000 0.974 1.000 0.979 1.000 0.917
Recall 1.000 0.945 1.000 1.000 1.000 1.000 1.000 0.947 1.000 0.941
F1-score 1.000 0.959 1.000 0.959 1.000 0.986 1.000 0.961 1.000 0.926
Accuracy 1.000 0.440 1.000 1.000 1.000 1.000 1.000 0.916 1.000 0.966

TABLE II: Model Performance Comparison for Word-gestures: “What,” “When,” “Where,” “Who,” and “Why”

Gesture / Model What When Where Who Why
LSTM CNN LSTM CNN LSTM CNN LSTM CNN LSTM CNN

Precision 1.000 0.916 1.000 0.977 1.000 0.975 1.000 0.979 1.000 0.975
Recall 1.000 0.992 1.000 1.000 1.000 1.000 1.000 0.983 1.000 1.000
F1-score 1.000 0.951 1.000 0.980 1.000 0.987 1.000 0.980 1.000 0.987
Accuracy 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

TABLE III: Evaluation on External Dataset

Actuality / Model Hello Hungry Sick Sorry Thank you What When Where Who Why
CNN Accuracy 0.320 0.330 0.380 Null 0.430 0.510 Null 0.600 0.590 0.410
CNN Avg. Processing Time (s) 0.332 0.384 0.365 0.329 0.315 0.319 0.324 0.342 0.310 0.320
CNN Prediction Thank you Hungry Sick Null Thank you What Null Where Who Thank you
LSTM Accuracy 0.992 0.995 0.999 0.999 0.653 0.999 0.997 0.998 0.998 Null
LSTM Avg. Processing Time (s) 0.006 0.003 0.002 0.001 0.006 0.004 0.029 0.007 0.001 0.009
LSTM Prediction Hello Hungry Sick Sorry Thank you What When Where Who Null

*Null means that the model could not detect and translate word stokes.

predicted the first stroke and also the second stroke, but
it encountered errors when users spent too much time
performing the pose, leading to inaccurate predictions.

It is important to note that due to our relatively small
dataset, the trained models might be susceptible to over-
fitting. The limited size of the dataset could potentially
impact the generalizability of the models. Nevertheless,
our findings shed light on the strengths and weaknesses
of both CNN and LSTM in the context of sign language
translation, paving the way for future advancements in this
field.

C. Model Comparison and Training Efficiency

In comparing the performance of CNN and LSTM mod-
els, our cross-validation experiment revealed interesting
insights. CNNs proved adept at recognizing gestures with
minimal motion, resembling static images. However, their
accuracy waned for more complex gestures, like multi-
stroke words such as “Sorry,” where initial predictions
might be erroneous, improving as subsequent strokes
were performed. Yet, confusion arose when gestures like
“Thank you,” “Sorry,” and “What” shared hand positions
near the chest as mentioned in Subsection B. In contrast,
LSTM excelled in capturing gestures with substantial
movement, leveraging its temporal prediction capabilities
for enhanced accuracy. Although LSTM performed well
in predicting sequential strokes, extended pose durations
occasionally led to inaccuracies.

D. Training Data and Efficiency Considerations

Examining training aspects, we observed a notable dis-
crepancy in parameter counts and training times between
CNN and LSTM. CNN employed 7,046,599 parameters,
demanding over 3 hours and 41 minutes for training.
Remarkably, LSTM harnessed a leaner architecture with
merely 231,562 parameters, accomplishing training within

a mere 6 minutes and 19 seconds. This striking disparity
underscores LSTM’s computational efficiency compared
to the more complex CNN.

E. Overfitting and Generalizability

A vital consideration involves our dataset’s size, which,
while informative, potentially exposes our models to over-
fitting risks. The relatively limited dataset might impact
the models’ ability to generalize effectively. Despite this
limitation, our exploration of CNN and LSTM dynamics
illuminates their respective potentials and limitations in
the realm of sign language translation. This phenomenon
is encapsulated in Table III. Our findings provide a foun-
dation for further advancements in this evolving field.

V. CONCLUSION

In this study, we designed and implemented LSTM
and CNN architectures for sign language translation.
The LSTM model outperformed CNN across precision,
recall, F1-score, and accuracy metrics, with acceptable
performance from CNN. Notably, LSTM’s compact size
facilitated faster processing, and real-time testing favored
LSTM’s higher accuracy. This exploration illuminates
LSTM’s potential for practical applications, calling for fur-
ther in-depth research in this direction. Our findings em-
phasize architecture’s pivotal role, underscoring LSTM’s
promise in real-world solutions.

In future work, we will consider the combination of
LSTM and CNN, leveraging the respective strengths of
both models to potentially achieve even more robust
sign language translation solutions. This exploration of
hybrid architectures holds promise for further enhancing
the accuracy and efficiency of our system.



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

191

TABLE I: Model Performance Comparison for Word-gestures: “Hello,” “Hungry,” “Sick,” “Sorry,” and “Thank you”

Gesture / Model Hello Hungry Sick Sorry Thank you
LSTM CNN LSTM CNN LSTM CNN LSTM CNN LSTM CNN

Precision 1.000 0.977 1.000 0.926 1.000 0.974 1.000 0.979 1.000 0.917
Recall 1.000 0.945 1.000 1.000 1.000 1.000 1.000 0.947 1.000 0.941
F1-score 1.000 0.959 1.000 0.959 1.000 0.986 1.000 0.961 1.000 0.926
Accuracy 1.000 0.440 1.000 1.000 1.000 1.000 1.000 0.916 1.000 0.966

TABLE II: Model Performance Comparison for Word-gestures: “What,” “When,” “Where,” “Who,” and “Why”

Gesture / Model What When Where Who Why
LSTM CNN LSTM CNN LSTM CNN LSTM CNN LSTM CNN

Precision 1.000 0.916 1.000 0.977 1.000 0.975 1.000 0.979 1.000 0.975
Recall 1.000 0.992 1.000 1.000 1.000 1.000 1.000 0.983 1.000 1.000
F1-score 1.000 0.951 1.000 0.980 1.000 0.987 1.000 0.980 1.000 0.987
Accuracy 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

TABLE III: Evaluation on External Dataset

Actuality / Model Hello Hungry Sick Sorry Thank you What When Where Who Why
CNN Accuracy 0.320 0.330 0.380 Null 0.430 0.510 Null 0.600 0.590 0.410
CNN Avg. Processing Time (s) 0.332 0.384 0.365 0.329 0.315 0.319 0.324 0.342 0.310 0.320
CNN Prediction Thank you Hungry Sick Null Thank you What Null Where Who Thank you
LSTM Accuracy 0.992 0.995 0.999 0.999 0.653 0.999 0.997 0.998 0.998 Null
LSTM Avg. Processing Time (s) 0.006 0.003 0.002 0.001 0.006 0.004 0.029 0.007 0.001 0.009
LSTM Prediction Hello Hungry Sick Sorry Thank you What When Where Who Null

*Null means that the model could not detect and translate word stokes.

predicted the first stroke and also the second stroke, but
it encountered errors when users spent too much time
performing the pose, leading to inaccurate predictions.

It is important to note that due to our relatively small
dataset, the trained models might be susceptible to over-
fitting. The limited size of the dataset could potentially
impact the generalizability of the models. Nevertheless,
our findings shed light on the strengths and weaknesses
of both CNN and LSTM in the context of sign language
translation, paving the way for future advancements in this
field.

C. Model Comparison and Training Efficiency

In comparing the performance of CNN and LSTM mod-
els, our cross-validation experiment revealed interesting
insights. CNNs proved adept at recognizing gestures with
minimal motion, resembling static images. However, their
accuracy waned for more complex gestures, like multi-
stroke words such as “Sorry,” where initial predictions
might be erroneous, improving as subsequent strokes
were performed. Yet, confusion arose when gestures like
“Thank you,” “Sorry,” and “What” shared hand positions
near the chest as mentioned in Subsection B. In contrast,
LSTM excelled in capturing gestures with substantial
movement, leveraging its temporal prediction capabilities
for enhanced accuracy. Although LSTM performed well
in predicting sequential strokes, extended pose durations
occasionally led to inaccuracies.

D. Training Data and Efficiency Considerations

Examining training aspects, we observed a notable dis-
crepancy in parameter counts and training times between
CNN and LSTM. CNN employed 7,046,599 parameters,
demanding over 3 hours and 41 minutes for training.
Remarkably, LSTM harnessed a leaner architecture with
merely 231,562 parameters, accomplishing training within

a mere 6 minutes and 19 seconds. This striking disparity
underscores LSTM’s computational efficiency compared
to the more complex CNN.

E. Overfitting and Generalizability

A vital consideration involves our dataset’s size, which,
while informative, potentially exposes our models to over-
fitting risks. The relatively limited dataset might impact
the models’ ability to generalize effectively. Despite this
limitation, our exploration of CNN and LSTM dynamics
illuminates their respective potentials and limitations in
the realm of sign language translation. This phenomenon
is encapsulated in Table III. Our findings provide a foun-
dation for further advancements in this evolving field.

V. CONCLUSION

In this study, we designed and implemented LSTM
and CNN architectures for sign language translation.
The LSTM model outperformed CNN across precision,
recall, F1-score, and accuracy metrics, with acceptable
performance from CNN. Notably, LSTM’s compact size
facilitated faster processing, and real-time testing favored
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Abstract—In the rapidly evolving field of deep learning, ar-
chitectural models have grown increasingly complex, delivering
impressive performance. However, the more complex models
require more processing resources. Furthermore, it requires
huge amounts of data to provide high-quality performance
results. In this study, we have examined the strengths of the
fractal dimension which is a powerful tool for describing self-
similarity and complexity of data and for effectively reducing
data dimension. Our investigation explores the methods for
integrating fractal dimensions into the training of convolutional
neural networks (CNNs). We assess this investigation from three
key perspectives: performance, training time, and computa-
tional resource utilization.

Index Terms—Fractal Dimension, Box-counting Method,
Deep Learning, CNN

I. INTRODUCTION

Deep learning architectures have rapidly grown in popular-
ity, with numerous models developed to address real-world
challenges across various fields. Traditionally, Convolutional
Neural Networks (CNNs) utilize a sequence of convolutional
layers to extract intricate features from the original input.
As information flows deeper into the network, these lay-
ers progressively extract abstract and complex features [1].
The ability to extract local features and hierarchically build
complex representations makes CNNs especially valuable in
computer vision tasks. However, it requires huge computing
resources to train their parameters which can be millions
due to their complexity, and yet it requires a huge amount
of dataset to prevent problems, for example, the overfitting
problems. To mitigate this issue, several strategies can be
used, including increasing the amount of training data, uti-
lizing data augmentation techniques, or fine-tuning the model
[2].

One noteworthy aspect to consider is the influence of
input size on the number of parameters. When training
with larger-sized images, a higher number of parameters is
involved, leading to increased utilization of computational
resources. Consequently, it is often recommended to resize
images as a means of reducing their dimensions during deep
learning model training. However, this resizing process can
inadvertently result in information loss, potentially removing
critical details and features that are essential for accurate
model predictions. These effects, as demonstrated in [3], [4],
highlight the impact of resizing images, with larger-sized
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images consistently showing better performance than smaller
ones.

As these CNNs become more powerful and demand larger
amounts of data and computational resources, we are explor-
ing techniques to reduce complexity and enhance efficiency.
One such technique is the utilization of fractal dimensions,
which offer a powerful tool for reducing data size while
maintaining performance. In this work, we study and explore
the fractal dimension feature to address these issues while
leveraging the strengths of both fractal dimensions and
CNNs.

II. RELATED WORK

The fractal geometry was first introduced by Mandelbrot,
B. in 1967 [5]. It is a mathematical concept that explores
complex, self-replicating patterns found in various natural
and artificial structures. Unlike traditional geometric shapes,
fractals exhibit intricate detail and self-similarity at different
scales. We can describe the characterizing of fractal patterns
in quantification by finding a ratio of the change in detail
to the change in scale which we call it ”Fractal Dimension”
(FD). Fractal dimension can be both integer or non-integer
values, reflecting the space-filling nature of fractals. A higher
fractal dimension indicates a more intricate and space-filling
pattern.

To estimate the fractal dimensions of an image, diverse
methods are at our disposal. Among these, a widely used
approach is the box-counting method. This method involves
segmenting an image of size M ×M pixels into an array of
boxes, each with a size of s × s pixels, where 2 ≤ s ≤ M

2 .
Subsequently, we count the boxes that represent the image,
denoted as N(s) at each box scale. By establishing a relation-
ship between the box size and the corresponding box count
in a logarithmic scale, we can estimate the fractal dimension
using Eq. (1).

FD =
logN(s)

log s
(1)

There are several box-counting methods. Sarkar et al. [6]
proposed a Differential Box-Counting (DBC) method to work
with grayscale images. Kaewaramsri et al. [7] proposed two
triangle patterns instead of square boxes for more precision
and accuracy in estimating the fractal dimension. This fractal
dimension is utilized in various applications across different
domains such as image analysis, texture analysis, and medical
diagnostics [8].
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Abstract—In the rapidly evolving field of deep learning, ar-
chitectural models have grown increasingly complex, delivering
impressive performance. However, the more complex models
require more processing resources. Furthermore, it requires
huge amounts of data to provide high-quality performance
results. In this study, we have examined the strengths of the
fractal dimension which is a powerful tool for describing self-
similarity and complexity of data and for effectively reducing
data dimension. Our investigation explores the methods for
integrating fractal dimensions into the training of convolutional
neural networks (CNNs). We assess this investigation from three
key perspectives: performance, training time, and computa-
tional resource utilization.

Index Terms—Fractal Dimension, Box-counting Method,
Deep Learning, CNN

I. INTRODUCTION

Deep learning architectures have rapidly grown in popular-
ity, with numerous models developed to address real-world
challenges across various fields. Traditionally, Convolutional
Neural Networks (CNNs) utilize a sequence of convolutional
layers to extract intricate features from the original input.
As information flows deeper into the network, these lay-
ers progressively extract abstract and complex features [1].
The ability to extract local features and hierarchically build
complex representations makes CNNs especially valuable in
computer vision tasks. However, it requires huge computing
resources to train their parameters which can be millions
due to their complexity, and yet it requires a huge amount
of dataset to prevent problems, for example, the overfitting
problems. To mitigate this issue, several strategies can be
used, including increasing the amount of training data, uti-
lizing data augmentation techniques, or fine-tuning the model
[2].

One noteworthy aspect to consider is the influence of
input size on the number of parameters. When training
with larger-sized images, a higher number of parameters is
involved, leading to increased utilization of computational
resources. Consequently, it is often recommended to resize
images as a means of reducing their dimensions during deep
learning model training. However, this resizing process can
inadvertently result in information loss, potentially removing
critical details and features that are essential for accurate
model predictions. These effects, as demonstrated in [3], [4],
highlight the impact of resizing images, with larger-sized
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images consistently showing better performance than smaller
ones.

As these CNNs become more powerful and demand larger
amounts of data and computational resources, we are explor-
ing techniques to reduce complexity and enhance efficiency.
One such technique is the utilization of fractal dimensions,
which offer a powerful tool for reducing data size while
maintaining performance. In this work, we study and explore
the fractal dimension feature to address these issues while
leveraging the strengths of both fractal dimensions and
CNNs.

II. RELATED WORK

The fractal geometry was first introduced by Mandelbrot,
B. in 1967 [5]. It is a mathematical concept that explores
complex, self-replicating patterns found in various natural
and artificial structures. Unlike traditional geometric shapes,
fractals exhibit intricate detail and self-similarity at different
scales. We can describe the characterizing of fractal patterns
in quantification by finding a ratio of the change in detail
to the change in scale which we call it ”Fractal Dimension”
(FD). Fractal dimension can be both integer or non-integer
values, reflecting the space-filling nature of fractals. A higher
fractal dimension indicates a more intricate and space-filling
pattern.

To estimate the fractal dimensions of an image, diverse
methods are at our disposal. Among these, a widely used
approach is the box-counting method. This method involves
segmenting an image of size M ×M pixels into an array of
boxes, each with a size of s × s pixels, where 2 ≤ s ≤ M

2 .
Subsequently, we count the boxes that represent the image,
denoted as N(s) at each box scale. By establishing a relation-
ship between the box size and the corresponding box count
in a logarithmic scale, we can estimate the fractal dimension
using Eq. (1).

FD =
logN(s)

log s
(1)

There are several box-counting methods. Sarkar et al. [6]
proposed a Differential Box-Counting (DBC) method to work
with grayscale images. Kaewaramsri et al. [7] proposed two
triangle patterns instead of square boxes for more precision
and accuracy in estimating the fractal dimension. This fractal
dimension is utilized in various applications across different
domains such as image analysis, texture analysis, and medical
diagnostics [8].
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Fig. 1. Demonstration of our method. We segment the image (left) into image grids (center), and then we find the fractal dimension by the box-counting
method in each grid to represent its complexity of texture.

However, the fractal dimension is a single value that
represents the complex and self-similarity of the object,
making it a global characteristic. In contrast, CNNs are
highly proficient at extracting local features in the form of
feature maps. Due to the disparity in their respective feature
sizes, combining the fractal dimension feature to be used
in CNNs poses a challenge. In this study, we proposed the
contributions as follows:

1) We explored a method for reducing the dimension of
the dataset by using the fractal dimension as a feature.
Using our method greatly reduces the dataset size for
use in the CNNs model.

2) We showed the result of the CNN model which was
trained by our reduced dataset method by using our
method and compared them with the resized original
dataset with the performance, training time, and com-
putational resources.

III. OUR METHOD

To maximize the advantages of fractal dimension proper-
ties and the extraction of rich local features through convo-
lution layers, we propose a method to transform an image
into the fractal dimension domain and extract local features
by the CNN model.

First, we initiated our process by segmenting the input
image, which has a width of W pixels and a height of H
pixels, into individual grids. Each grid is defined by a width
of X pixels and a height of Y pixels. This segmentation
results in an array of grids, collectively forming a matrix
with W

X rows and H
Y columns. Subsequently, we apply the

box-counting method to calculate the fractal dimension for
each individual grid, as illustrated in Fig. 1.

As a result, we obtain a fractal dimension domain image
with dimensions W

X width and H
Y height in pixels. This

enables it to depict the complexity and self-similarity from
the fractal dimension within each grid area, represented
at each pixel. A comparison between the normal image
and our method is illustrated in Fig. 2. Notably, a normal
image has a discrete value range of 0-255, while our fractal
dimension domain image exhibits a continuous value range
due to the inherent property of fractal dimension, which also

Fig. 2. A comparison between a 1024 × 1024 pixel normal image (Left)
and our fractal dimension domain image (Right). The normal image has a
discrete value range of 0-255, while our fractal dimension domain image
features a continuous value range and is downsized to 32× 32 pixels.

contributes to dimension reduction. Through this method, we
can extract contextual texture information using computed
fractal dimensions while preserving spatial arrangement.

After converting images into the fractal dimension with
our method, our next step is to use these to train a CNN
model. During training, we include the fractal dimensions
specific to each grid as part of the model’s features. This
approach combines the strengths of both techniques, allowing
for a thorough analysis. By leveraging the benefits of fractal
dimensions, such as reducing data size and extracting grid-
specific fractal features.

IV. EXPERIMENTS

In our experiment, the choice of dataset was crucial to
demonstrate the advantages of integrating fractal dimensions
as features within CNNs. We selected the ChestX-ray14
dataset, an extension of ChestX-ray8 by the National In-
stitutes of Health (NIH) dataset [9]. This dataset provides
frontal-view X-ray images with fourteen common disease
labels. Notably, these X-ray images are directly extracted
and resized to 1024 × 1024 images, aligning with our aim
to investigate the potential of our method for dimensionality
reduction.

We set up the experiment to validate our hypothesis about
the effectiveness of our method in CNN models by conduct-
ing experiments using a ResNet-18 model [10] as a based-
line model. However, it’s important to note that the original
ResNet-18 model was designed to accept input images of
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TABLE I
AUROC RESULTS OF DATA PREPARATION METHODS

Data Preparation MethodsLabel DBC-16 xDBC-16 xsDBC-16 DBC-32 xDBC-32 xsDBC-32 DBC-64 xDBC-64 xsDBC-64 Resized 64× 64 Resized 256× 256
Atelectasis 0.72797 0.62850 0.65208 0.70730 0.62657 0.65588 0.62831 0.59537 0.56445 0.77082 0.80261
Cardiomegaly 0.81242 0.78300 0.74910 0.77765 0.75485 0.71790 0.63675 0.61720 0.62330 0.87048 0.89407
Effusion 0.81463 0.74684 0.71593 0.78254 0.71905 0.70991 0.67203 0.67985 0.69438 0.85522 0.87842
Infiltration 0.65116 0.58769 0.56509 0.65018 0.55004 0.58282 0.60535 0.55624 0.57231 0.68140 0.69513
Mass 0.67080 0.58925 0.59399 0.65286 0.56875 0.54187 0.56331 0.50749 0.47553 0.75291 0.81989
Nodule 0.61515 0.53492 0.55437 0.59546 0.55090 0.54023 0.54364 0.53494 0.54174 0.67089 0.74920
Pneumonia 0.66183 0.55667 0.63389 0.67890 0.55558 0.53569 0.63245 0.52910 0.57575 0.72681 0.74882
Pneumothorax 0.77343 0.69023 0.63959 0.74953 0.67477 0.60930 0.56687 0.54529 0.59556 0.82045 0.85583
Consolidation 0.76463 0.68127 0.67864 0.75952 0.70509 0.68692 0.68685 0.66880 0.69419 0.78284 0.79044
Edema 0.83820 0.82241 0.81007 0.83168 0.78498 0.78791 0.77026 0.74070 0.77601 0.88260 0.88568
Emphysema 0.75820 0.65234 0.63579 0.73532 0.65602 0.61772 0.55761 0.52275 0.54437 0.83578 0.90730
Fibrosis 0.71334 0.59991 0.63117 0.67687 0.63261 0.61404 0.63026 0.54610 0.61842 0.76157 0.82004
Pleural Thickening 0.69329 0.58253 0.58501 0.65304 0.55471 0.54661 0.58081 0.50803 0.54690 0.73795 0.77139
Hernia 0.78327 0.68289 0.73022 0.72231 0.70916 0.69788 0.68523 0.64425 0.56675 0.87032 0.91452

size 224 × 224 pixels and was trained for a 1000-class
classification task. In this experiment, we customized the
ResNet-18 model by adapting the first layer to accept varying
input channels and modifying the last fully connected layer
to have an output shape of 14, which matches our experiment
dataset. And lastly, we applied a sigmoid activation function
to last fully connected to suit our experimental needs.

We started exploring our method by segmentation each
image in the dataset into 3 grid sizes: 16× 16, 32× 32, and
64 × 64, and applied the DBC method to each grid to find
the fractal dimension to represent the complexity and self-
similarity in each grid in the image. We call these methods
DBC-16, DBC-32, and DBC-64 consequently.

In addition to the initial experiment, we conducted fur-
ther experiments using the total box count obtained during
the box-counting method, along with the fractal dimension
feature within each grid. However, as mentioned earlier, the
fractal dimension is represented as a single value, while
the amount of total box count depends on the amount of
box scale. To address this, we implemented two approaches.
First, we introduced a weighting mechanism by duplicating
the fractal dimension feature to match the total box count,
referred to as “eXtend DBC” (xDBC). Second, we explored
a non-weighted method by appending both the fractal di-
mension feature and the total box count, denoted as “eXtend
Small DBC” (xsDBC). These experiments were conducted
for each of the three different grid scales mentioned earlier,
and these methods prepared the dataset before being used for
training CNNs.

We using an Intel Core i5-12400 2.50 GHz with 16 GB of
RAM, and NVIDIA GeForce RTX 3060 as a graphics card,
to facilitate model training. We trained for 100 epochs with
early-stopping after no improvement in 5 epochs, utilizing
a learning rate of 0.01, a weight decay of 0.0001, a batch
size of 16, and use binary cross-entropy (BCE) function as a
loss function for training. The dataset was split into an 80%
training subset and a 20% evaluation subset. To assess model
performance, we employed the testing subset provided by the
ChestX-ray14 dataset. We performed evaluations by using
evaluated factors such as Area Under the Receiver Operating
Characteristics (AUROC), a baseline metric for the ChestX-
ray14 dataset, as well as an analysis of training time and
computational resource utilization.

Fig. 3. A comparison of training time used of DBC-16, DBC-32, DBC-64,
resized dataset of 64× 64 and 256× 256 pixels

Fig. 4. A comparison of computation resources usage of DBC-16, DBC-32,
DBC-64, resized dataset of 64× 64 and 256× 256 pixels

In terms of performance, we evaluated the AUROC metric,
which gauges a model’s proficiency in distinguishing be-
tween positive and negative classes. A higher AUROC value
indicates better performance. We highlight the best results
in the detailed results, which are presented in Table I. Our
methods did not surpass the baseline models trained on the
resized dataset. However, our methods excelled in reducing
training time as demonstrated in Fig. 3.
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TABLE I
AUROC RESULTS OF DATA PREPARATION METHODS

Data Preparation MethodsLabel DBC-16 xDBC-16 xsDBC-16 DBC-32 xDBC-32 xsDBC-32 DBC-64 xDBC-64 xsDBC-64 Resized 64× 64 Resized 256× 256
Atelectasis 0.72797 0.62850 0.65208 0.70730 0.62657 0.65588 0.62831 0.59537 0.56445 0.77082 0.80261
Cardiomegaly 0.81242 0.78300 0.74910 0.77765 0.75485 0.71790 0.63675 0.61720 0.62330 0.87048 0.89407
Effusion 0.81463 0.74684 0.71593 0.78254 0.71905 0.70991 0.67203 0.67985 0.69438 0.85522 0.87842
Infiltration 0.65116 0.58769 0.56509 0.65018 0.55004 0.58282 0.60535 0.55624 0.57231 0.68140 0.69513
Mass 0.67080 0.58925 0.59399 0.65286 0.56875 0.54187 0.56331 0.50749 0.47553 0.75291 0.81989
Nodule 0.61515 0.53492 0.55437 0.59546 0.55090 0.54023 0.54364 0.53494 0.54174 0.67089 0.74920
Pneumonia 0.66183 0.55667 0.63389 0.67890 0.55558 0.53569 0.63245 0.52910 0.57575 0.72681 0.74882
Pneumothorax 0.77343 0.69023 0.63959 0.74953 0.67477 0.60930 0.56687 0.54529 0.59556 0.82045 0.85583
Consolidation 0.76463 0.68127 0.67864 0.75952 0.70509 0.68692 0.68685 0.66880 0.69419 0.78284 0.79044
Edema 0.83820 0.82241 0.81007 0.83168 0.78498 0.78791 0.77026 0.74070 0.77601 0.88260 0.88568
Emphysema 0.75820 0.65234 0.63579 0.73532 0.65602 0.61772 0.55761 0.52275 0.54437 0.83578 0.90730
Fibrosis 0.71334 0.59991 0.63117 0.67687 0.63261 0.61404 0.63026 0.54610 0.61842 0.76157 0.82004
Pleural Thickening 0.69329 0.58253 0.58501 0.65304 0.55471 0.54661 0.58081 0.50803 0.54690 0.73795 0.77139
Hernia 0.78327 0.68289 0.73022 0.72231 0.70916 0.69788 0.68523 0.64425 0.56675 0.87032 0.91452

size 224 × 224 pixels and was trained for a 1000-class
classification task. In this experiment, we customized the
ResNet-18 model by adapting the first layer to accept varying
input channels and modifying the last fully connected layer
to have an output shape of 14, which matches our experiment
dataset. And lastly, we applied a sigmoid activation function
to last fully connected to suit our experimental needs.

We started exploring our method by segmentation each
image in the dataset into 3 grid sizes: 16× 16, 32× 32, and
64 × 64, and applied the DBC method to each grid to find
the fractal dimension to represent the complexity and self-
similarity in each grid in the image. We call these methods
DBC-16, DBC-32, and DBC-64 consequently.

In addition to the initial experiment, we conducted fur-
ther experiments using the total box count obtained during
the box-counting method, along with the fractal dimension
feature within each grid. However, as mentioned earlier, the
fractal dimension is represented as a single value, while
the amount of total box count depends on the amount of
box scale. To address this, we implemented two approaches.
First, we introduced a weighting mechanism by duplicating
the fractal dimension feature to match the total box count,
referred to as “eXtend DBC” (xDBC). Second, we explored
a non-weighted method by appending both the fractal di-
mension feature and the total box count, denoted as “eXtend
Small DBC” (xsDBC). These experiments were conducted
for each of the three different grid scales mentioned earlier,
and these methods prepared the dataset before being used for
training CNNs.

We using an Intel Core i5-12400 2.50 GHz with 16 GB of
RAM, and NVIDIA GeForce RTX 3060 as a graphics card,
to facilitate model training. We trained for 100 epochs with
early-stopping after no improvement in 5 epochs, utilizing
a learning rate of 0.01, a weight decay of 0.0001, a batch
size of 16, and use binary cross-entropy (BCE) function as a
loss function for training. The dataset was split into an 80%
training subset and a 20% evaluation subset. To assess model
performance, we employed the testing subset provided by the
ChestX-ray14 dataset. We performed evaluations by using
evaluated factors such as Area Under the Receiver Operating
Characteristics (AUROC), a baseline metric for the ChestX-
ray14 dataset, as well as an analysis of training time and
computational resource utilization.

Fig. 3. A comparison of training time used of DBC-16, DBC-32, DBC-64,
resized dataset of 64× 64 and 256× 256 pixels

Fig. 4. A comparison of computation resources usage of DBC-16, DBC-32,
DBC-64, resized dataset of 64× 64 and 256× 256 pixels

In terms of performance, we evaluated the AUROC metric,
which gauges a model’s proficiency in distinguishing be-
tween positive and negative classes. A higher AUROC value
indicates better performance. We highlight the best results
in the detailed results, which are presented in Table I. Our
methods did not surpass the baseline models trained on the
resized dataset. However, our methods excelled in reducing
training time as demonstrated in Fig. 3.

To assess computational resources, we used ‘torchinfo‘ –
a Python library [11], which provided estimates in three key
areas: input size, forward and backward pass size, and pa-
rameter size. This can be shown in Figure 4, which revealed
a significant increase in the forward and backward pass size
when working with larger image sizes, particularly in the case
of the resized dataset at 256× 256 pixels. This increase has
implications for batch size selection, potentially impacting
both training time and model performance. However, when
we compared our DBC-16 and the resized image of 64× 64
pixels, they turned out to be identical in terms of input
size. The distinguise is that our DBC-16 represents a fractal
dimension image domain by our method, whereas the other
is a downsampling of the original image.

With these results, our method succeeds in reducing
training time and computational resource usage by reduc-
ing data dimensions, although it has not yet surpassed the
performance of traditional methods. When we compared our
experimental methods, such as DBC-16, DBC-32, and DBC-
64, we found that the best-performing metric was DBC-
16, which implemented the smallest grid size of 16 × 16
pixels for finding the fractal dimension. Furthermore, when
comparing our experiments with our extended experiments
using the same grid size of 16×16 pixels, such as xDBC-16
and xsDBC-16, we observed that DBC-16 still outperformed
these three methods.

V. CONCLUSION

We have explored the fractal dimension to be used in
CNNs by introducing a method to convert the image into
fractal dimension domain image by using the advantages of
both fractal dimension and CNNs. Although our method may
not have achieved superior performance when compared to
traditional resizing strategies, it did demonstrate its value
by substantially reducing training time and computational
resource requirements.

In future work, we plan to delve deeper into understanding
the direct impact of the fractal dimension on CNNs, which
enhances the data explainability of the fractal dimension. Our
research will continue to involve the exploration of alterna-
tive box-counting methods, different CNN architectures, and
additional datasets to further validate the findings presented
in this study. Furthermore, we aim to improve our image-
to-fractal-domain conversion method to achieve enhanced
performance and efficiency.
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Abstract—A PMSM (Permanent Magnet Synchronous Motor)
has high efficiency and torque characteristics compared to other
motors. To maximize the potential of a PMSM, several control
methods can be used. Field Oriented Control (FOC) is one of the
control methods that can produce high torque values, to optimize
the capabilities of PMSM. The purpose of the FOC method is to
effectively control the torque and flux of the motor by adjusting
the current transformation in the reference frame dq. At high
speeds, there will be a point where the supply voltage will reach
a maximum point and cannot supply the motor. This situation
requires control to weaken the rotor field so that the inverter
can still supply the motor properly. The situation occurs when
the motor speed exceeds the base speed. During this condition,
the motor torque will decrease and this condition is called field
weakening (FW) or constant power condition. This research will
analyze the FW control algorithm and its effect on motor speed
conditions higher than the base speed, analysis will be conducted
using PLECS.
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I. INTRODUCTION

The development of a country is greatly influenced by its
transportation system. The growing presence of motorized ve-
hicles is having a harmful effect on the environment, as well
as on human health and air quality [1]. A potential solution
to address these issues is to transition to utilizing electric
vehicles that are not only efficient but also environmentally
friendly. Electric vehicles also possess a wide range of high
efficiency and higher power density. Furthermore, numerous
research studies have delved into motor for electric vehicles
[2]–[4]. The Permanent Magnet Synchronous Motor (PMSM)
is a popular choice for electrical motors due to its exceptional
efficiency, quick torque response, and high torque-to-load
ratio [5].

The Field-Oriented Control (FOC) method is a common
approach used for controlling three-phase motor drive sys-
tems. The purpose of the FOC method is to effectively
control the motor torque and flux to force the motor to
accurately track the trajectory of various types of machines
and load parameters or any extraneous disturbances. FOC
control techniques have been effectively utilized in various
industrial products [6]. The FOC method is typically used
with a digital Pulse Width Modulation (PWM) controller in
the rotating coordinate space, also known as the d− q frame.
At a high-speed state, there comes a point where the supply

voltage reaches its maximum and the d-axis flux (λd) needs to
be reduced. The term ”field weakening” refers to the scenario
where the speed of a PMSM motor increases beyond its base
speed when the motor torque decreases. To achieve a speed
that surpasses the rating of your PMSM motor, this technique
should be implemented.

Field weakening control methods are commonly used in
modern electric drives. The phenomenon of field weakening
is one of the aspects that need to be considered in high-speed
PMSM operation [7], [8]. In the industrial sector, it is possible
to use a motor with a lower rating for high-speed applications
by utilizing field weakening control, which enables the motor
to operate at speeds beyond its rating. In order to fully
utilize its potential, it is essential to optimize the torque
characteristics of the motor [9]. When the speed exceeds the
rating, there is a reduction in torque that corresponds to these
characteristics.

This research implement the FOC method, coupled with
the application of a field weakening technique, was utilized
on PMSM motors in the research. The purpose of the research
was to determine if the Field Weakening Control (FWC)
method could increase the speed of the PMSM motor above
its base speed rating. The simulation results were obtained
with the assistance of PLECS software during the research
process.

II. PMSM MATHEMATICAL EQUATIONS

The PMSM can be modeled in a rotating reference frame or
a d−q reference frame. Analyzing a three-phase AC electrical
machine using a stationary three-phase reference frame can
be very complex due to the time-variant nature of parameter
values. In order to simplify the complexity, the parameters
are transformed with the Clarke and Park Transformation.
Using this technique, the parameters in a stationary three-
phase reference frame can be transformed into constants in a
synchronously rotating reference frame, which is also referred
to as the d− q reference frame.

Using the Park Transformation, the stator voltage equation
can be represented in the d− q frame as follows [10]:

Vd = Rsid +
dλd

dt
− ωeλq (1)

Vq = Rsiq +
dλq

dt
+ ωeλd (2)
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requires control to weaken the rotor field so that the inverter
can still supply the motor properly. The situation occurs when
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the motor torque will decrease and this condition is called field
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hicles is having a harmful effect on the environment, as well
as on human health and air quality [1]. A potential solution
to address these issues is to transition to utilizing electric
vehicles that are not only efficient but also environmentally
friendly. Electric vehicles also possess a wide range of high
efficiency and higher power density. Furthermore, numerous
research studies have delved into motor for electric vehicles
[2]–[4]. The Permanent Magnet Synchronous Motor (PMSM)
is a popular choice for electrical motors due to its exceptional
efficiency, quick torque response, and high torque-to-load
ratio [5].

The Field-Oriented Control (FOC) method is a common
approach used for controlling three-phase motor drive sys-
tems. The purpose of the FOC method is to effectively
control the motor torque and flux to force the motor to
accurately track the trajectory of various types of machines
and load parameters or any extraneous disturbances. FOC
control techniques have been effectively utilized in various
industrial products [6]. The FOC method is typically used
with a digital Pulse Width Modulation (PWM) controller in
the rotating coordinate space, also known as the d− q frame.
At a high-speed state, there comes a point where the supply

voltage reaches its maximum and the d-axis flux (λd) needs to
be reduced. The term ”field weakening” refers to the scenario
where the speed of a PMSM motor increases beyond its base
speed when the motor torque decreases. To achieve a speed
that surpasses the rating of your PMSM motor, this technique
should be implemented.

Field weakening control methods are commonly used in
modern electric drives. The phenomenon of field weakening
is one of the aspects that need to be considered in high-speed
PMSM operation [7], [8]. In the industrial sector, it is possible
to use a motor with a lower rating for high-speed applications
by utilizing field weakening control, which enables the motor
to operate at speeds beyond its rating. In order to fully
utilize its potential, it is essential to optimize the torque
characteristics of the motor [9]. When the speed exceeds the
rating, there is a reduction in torque that corresponds to these
characteristics.

This research implement the FOC method, coupled with
the application of a field weakening technique, was utilized
on PMSM motors in the research. The purpose of the research
was to determine if the Field Weakening Control (FWC)
method could increase the speed of the PMSM motor above
its base speed rating. The simulation results were obtained
with the assistance of PLECS software during the research
process.

II. PMSM MATHEMATICAL EQUATIONS

The PMSM can be modeled in a rotating reference frame or
a d−q reference frame. Analyzing a three-phase AC electrical
machine using a stationary three-phase reference frame can
be very complex due to the time-variant nature of parameter
values. In order to simplify the complexity, the parameters
are transformed with the Clarke and Park Transformation.
Using this technique, the parameters in a stationary three-
phase reference frame can be transformed into constants in a
synchronously rotating reference frame, which is also referred
to as the d− q reference frame.

Using the Park Transformation, the stator voltage equation
can be represented in the d− q frame as follows [10]:

Vd = Rsid +
dλd

dt
− ωeλq (1)

Vq = Rsiq +
dλq

dt
+ ωeλd (2)
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Where Rs is the stator resistance, idq is the dq-axis current,
and ωe is the electrical speed. While λd is the d-axis flux link-
age, λq is the q-axis flux linkage, which can be represented
as follows [10]:

λd = Ldid + λpm (3)

λq = Lqiq (4)

The variables in this equation are Ld, which stands for
d-axis inductance, Lq, which represents q-axis inductance,
and λpm, which is the amplitude of the flux linkage due to
permanent magnets.

To obtain the equations related to the d − q current,
equations 3 and 4 can be substituted into equations 1 and
2, as shown in [10]:

Vd = −ωeLqiq (5)

Vq = ωe(Ldid + λpm) (6)

According to literacy sources [11], ωeλpm represents the
back-EMF (BEMF) of the motor, while −ωeLqiq and ωeLdid
represent the crosscoupling interactions between the two dq
axes. In the d − q reference frame, the input power (Pin) of
the PMSM can be modeled as [10]:

Pin =

Va Vb Vc




ia
ib
ic


 =

3

2


Vd Vq

 id
iq


(7)

By substituting equations 5 and 6 with the back-emf
component, the following equation is obtained [10]:

Pout =
3

2
ωe(λpmiq + (Ld − Lq)idiq) (8)

The output torque value of the PMSM can be determined
using the output power equation. The electrical speed of a
PMSM is calculated by multiplying the mechanical speed
with the number of motor pole pairs. This can be expressed
as:

ωe = P · ωm (9)

Where P is the number of motor pole pairs. Then, substi-
tute it into equation 8, and we get:

Pout =
3

2
Pωm(λpmiq + (Ld − Lq)idiq) (10)

In order to determine the mechanical torque, the mechan-
ical speed of the motor is multiplied by the output torque
[12].

Tm =
Pout

ωm
=

3

2
P (λpmiq + (Ld − Lq)idiq) (11)

SPMSM (Surface Permanent Magnet Synchronous Motor)
has the same inductance value (Ld = Lq), so the mechanical
torque can be written as follows:

Tm =
3

2
P (λpmiq) (12)

Using equation 12, we can determine the q-axis current
when we know the value of Tm ref. The equation is as follows
[10]:

iq ref =
Tm ref

3

2
Pλpm

(13)

For the mechanical equation of the machine, it is expressed
as follows:

Tm − Tload − Tfriction = J
dωm

dt
(14)

Tload represents the load torque, Tfriction represents the
friction torque of the motor load system, and J represents
the polar moment of inertia.

III. FIELD ORIENTED CONTROL (FOC)

Field oriented control (FOC) method is also known as
vector control, decoupling control, and orthogonal control.
In speed drive applications, FOC is an efficient method of
controlling synchronous motors that are adapted to rapid
load changes under various speed conditions, including high
speeds when field weakening is used. This type of con-
trol involves controlling the stator current in vector form.
The control is based on projection, which makes a three-
phase and time-dependent system into time-invariant with
two coordinates (d and q). FOC requires two constants as
input references, namely the torque component and the flux
component. The torque component will be made aligned to
the q axis, while the flux component will be made aligned to
the d axis. To maximize torque production the d-axis current
value is set to zero and the q-axis current is given a maximum
value.

IV. FIELD WEAKENING CONTROL (FWC)

Field weakening control is a method to increase the rotating
speed of a PMSM beyond its base speed. This method aims
to extend the speed operating region of the motor within the
limits of the current and voltage ratings of the motor [13],
[14]. The working principle of FWC for PMSM is to weaken
the d-axis flux (λd).

As the motor surpasses the base speed, both voltage and
current start approaching their rating limits. Further increas-
ing the speed beyond this point would lead to voltage and
current values that exceed the motor’s rating, potentially
causing damage. Moreover, some power inverters cannot
drive PMSMs at very high speeds because the BEMF is
proportional to the motor speed and d-axis flux (λd), resulting
in higher back-EMF values. When the BEMF value becomes
larger than the maximum output voltage, the PMSM will not
be able to draw current and will not be able to generate
torque. Consequently, unless the d-axis flux (λd) is weakened,
the rotor speed of the motor cannot be further increased once
the BEMF reaches the maximum voltage threshold.

Without the FWC, BEMF of the PMSM will continue to
increase as the speed increases. Therefore, the drive output
voltage for the PMSM must be increased to maintain the
desired phase current. In Figure 1, it can be seen that in
the region with constant torque, the motor can be increased
in speed with maximum torque until the terminal voltage of
the motor reaches its limit value defined as base speed or
ωe = ωbase. This speed is the highest speed that the PMSM
can achieve.

In FW control, there are two limitations that must be
considered, namely maximum current and maximum voltage.
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Fig. 1. Typical torque and power characteristics of PMSMs [10]

The current limitation is usually determined from the motor
part, which depends on the cooling capability of the motor.
Meanwhile, the maximum voltage limitation is usually deter-
mined from the drive part, which is the limitation on the dc
bus voltage.

V. DRIVE LIMIT OPERATION

As previously discussed, when implementing PMSM con-
trol, it must meet the condition that it must not exceed
the maximum current and voltage values. In addition, the
reference value given must provide a torque value that has
high efficiency [15]. The following is an illustration of the
current locus diagram which is a representation of the dq
current with the restrictions that must be met.

MF circle

MTPF line

MTPA line  

MA circle

Fig. 2. SPMSM drive limit operation [15]

The first limitation that must be met is the constant torque
line. In Figure 2, the constant torque line is represented by a
point line with a horizontal direction. The line is realized
by equation 13, it can be seen that the torque value is
not affected by the d-axis current. There are 4 lines that
represent this torque line, these lines are iq = ±Imax and
iq = ±1/2Imax with the maximum torque equation function
Tmax

e = 3/2imaxλpm.
The next limitation is the limitation of the maximum

current (MA (Maximum Ampere)) of the PMSM, namely i2d+
i2q = I2max which is represented by the current locus diagram
with a red circle. Then the limitation of the maximum voltage

(MF (Maximum Flux Linkage)). The limitation describes
the flux linkage value available from the maximum voltage
limitation (Vmax). Based on the book [8], the maximum flux
linkage circle can be represented with a center point valued
at (−isc, 0) and a radius of (Vmax/ωeLs) depicted with a green
circle. The isc value is the short circuit current of the motor. It
can be seen that the circle is limited by the maximum voltage
that the motor has, the higher the motor speed, the smaller
the radius of the circle. The MA and MF circles will intersect
at which point the speed operation can be performed.

VI. DESIGN AND IMPLEMENTATION

In this research endeavor, simulations will be conducted
to analyze the influence of Field Weakening Control on
Permanent Magnet Synchronous Motor (PMSM). The Field
Weakening method used is Constant Current Constant Power
(CCCP) for SPMSM (Surface Permanent Magnet Syn-
chronous Motor). This method aims to keep the current and
power of the motor constant by changing the q-axis of the
voltage component (Vq). While the d-axis of the voltage
component (Vd) is kept constant. The analysis carried out
in this research is to analyze the characteristic response of
PMSM when given FOC control. Then the motor is given
a reference that exceeds the base speed allowed then see
how the resulting motor characteristics. Then perform FW
simulation to see changes in the response given when the
speed has exceeded the base speed of the motor used.

A. System Overview

An overview of the system used in this research can be
seen in Figure 3. In general, the control system used in
this research is a block diagram of the speed controller,
field weakening (FW) control algorithm, current controller,
Space Vector Modulation Model, and Surface Permanent
Magnet Sychronous Motor (SPMSM). Each part has different
functions and uses, but they are interconnected.

Controller PI

PI

SVPWM Inverter

Encoder PMSM

d/dt

d,q
+

-
+ -

+
-

d,q

FWC

M

Fig. 3. Overview of the system

B. Field Weakening Algorithm

The field weakening algorithm used in this research is the
Constant Current Constant Power (CCCP) algorithm [4]. This
CCCP algorithm aims to keep the current and power values
constant and not exceed the allowable limits. The CCCP
algorithm has a constant power output, so this CCCP has
a constant voltage value Vd with the equation that has been
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Fig. 1. Typical torque and power characteristics of PMSMs [10]
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part, which depends on the cooling capability of the motor.
Meanwhile, the maximum voltage limitation is usually deter-
mined from the drive part, which is the limitation on the dc
bus voltage.
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As previously discussed, when implementing PMSM con-
trol, it must meet the condition that it must not exceed
the maximum current and voltage values. In addition, the
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high efficiency [15]. The following is an illustration of the
current locus diagram which is a representation of the dq
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The first limitation that must be met is the constant torque
line. In Figure 2, the constant torque line is represented by a
point line with a horizontal direction. The line is realized
by equation 13, it can be seen that the torque value is
not affected by the d-axis current. There are 4 lines that
represent this torque line, these lines are iq = ±Imax and
iq = ±1/2Imax with the maximum torque equation function
Tmax

e = 3/2imaxλpm.
The next limitation is the limitation of the maximum

current (MA (Maximum Ampere)) of the PMSM, namely i2d+
i2q = I2max which is represented by the current locus diagram
with a red circle. Then the limitation of the maximum voltage

(MF (Maximum Flux Linkage)). The limitation describes
the flux linkage value available from the maximum voltage
limitation (Vmax). Based on the book [8], the maximum flux
linkage circle can be represented with a center point valued
at (−isc, 0) and a radius of (Vmax/ωeLs) depicted with a green
circle. The isc value is the short circuit current of the motor. It
can be seen that the circle is limited by the maximum voltage
that the motor has, the higher the motor speed, the smaller
the radius of the circle. The MA and MF circles will intersect
at which point the speed operation can be performed.

VI. DESIGN AND IMPLEMENTATION

In this research endeavor, simulations will be conducted
to analyze the influence of Field Weakening Control on
Permanent Magnet Synchronous Motor (PMSM). The Field
Weakening method used is Constant Current Constant Power
(CCCP) for SPMSM (Surface Permanent Magnet Syn-
chronous Motor). This method aims to keep the current and
power of the motor constant by changing the q-axis of the
voltage component (Vq). While the d-axis of the voltage
component (Vd) is kept constant. The analysis carried out
in this research is to analyze the characteristic response of
PMSM when given FOC control. Then the motor is given
a reference that exceeds the base speed allowed then see
how the resulting motor characteristics. Then perform FW
simulation to see changes in the response given when the
speed has exceeded the base speed of the motor used.

A. System Overview

An overview of the system used in this research can be
seen in Figure 3. In general, the control system used in
this research is a block diagram of the speed controller,
field weakening (FW) control algorithm, current controller,
Space Vector Modulation Model, and Surface Permanent
Magnet Sychronous Motor (SPMSM). Each part has different
functions and uses, but they are interconnected.
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B. Field Weakening Algorithm

The field weakening algorithm used in this research is the
Constant Current Constant Power (CCCP) algorithm [4]. This
CCCP algorithm aims to keep the current and power values
constant and not exceed the allowable limits. The CCCP
algorithm has a constant power output, so this CCCP has
a constant voltage value Vd with the equation that has been

derived in the previous section, namely equation 5 or can be
written as follows [4]:

Vd = −ωeLqiq = −Lq(ωbaseIs) = constant (15)

With ωbase is the electrical base speed of the PMSM. To
get the maximum torque on the SPMSM motor by making
iq = Is. So that the q-axis current can be derived into the
following equation [4]:

iq =
ωbase

ωe
Is (16)

With ωe is the electrical speed of the motor. And it is
known that under FW conditions there is a current limitation
that must satisfy the following equation [4]:

Is =
√
i2d + i2q (17)

When the FW condition must satisfy the conditions of
the current equation, the combination of the dq-axis current
value cannot exceed the current rating of the motor. So to
satisfy equation 17, the substitution of equation 16 with 17
is performed to maintain a constant current value. And the
current equation d is obtained as follows [4]:

id = −
√
I2s − i2q = − Is

ωe

√
ω2

e − ω2
base (18)

By substituting equation 18 with the d-axis voltage equa-
tion in equation 6, the following equation is obtained [4]:

vq = ωe(λom + Ldid) = ωeλpm − LdIs

√
ω2

e − ω2
base (19)

As the motor electrical speed ωe continues to increase, it
will have an influence on the q-axis voltage value (Vq). When
there is a transition between FOC and FW modes, the Vq
value will decrease slightly and will continue to increase.
The value of Vd will always be constant so that the voltage
value only depends on Vq.

C. Load Condition

There are two load conditions in this research. The first
type of load is when the torque condition is constant and the
second type of load is when the power condition is constant
or FW condition. For constant torque conditions, the load
torque given to the motor is constant. Meanwhile, under
constant power conditions, the load torque given to the motor
decreases with increasing speed according to the following
equation [16]:

Tload =
Tmax · ωm base

|ωm|
(20)

The equation represents the load torque during constant
power conditions when it exceeds the base speed of the motor.
Meanwhile, if the speed has not exceeded the base speed of
the motor, the load torque condition will be in a constant
torque condition or constant value load.

D. PMSM

To operate the PMSM, a circuit is needed to generate
power which can be called a power circuit. The power is
supplied by the DC link voltage input which then enters the
inverter component to produce a 3-phase voltage. The inverter
circuit used is a 3-phase Voltage Sourced Inverter (VSI).
With the switching frequency used is 20 kHz. The motor
used to implement the FWC method is a Surface Permanent
Magnet Synchronous Motor (SPMSM). Implementation is
done using PLECS software. The following Table I contains
the parameter specifications of the SPMSM motor used for
simulation.

TABLE I
PARAMETER MOTOR SPMSM

No. Parameter Simbol Nilai
1. Stator Resistance Rs 0.09 Ω
2. D-axis Inductance Ld 4.35 mH
3. Q-axis Inductance Lq 4.35 mH
4. Pole Pairs P 2
5. PM Flux Linkage λpm 0.272 Wb
6. Moment of Inertia J 0.00179 kg ·m2

7. Maximum Current Imax 100 A
8. DC Link Voltage Vdc 650 V
9. Maximum Torque Tmax 81.6 Nm

VII. RESULT AND ANALYSIS

This section will show the results of simulation and ana-
lyzing the system as a whole based on the literature study
that has been done. The system design is modeled using
Field Oriented Control and Field Weakening Control system
schemes.

VIII. SIMULATION OF SPMSM DRIVE LIMIT OPERATION

In Figure 4, is the projection result of the parameters that
have been calculated in this simulation. It can be seen that
the red circle is the maximum current (Imax) of the SPMSM
used. Then the outer blue circle is the base speed value of
the SPMSM using the maximum current (nm b). Then, the
simulation was carried out using half of the maximum torque
and it was found that the base speed changed to (nm A).

3492.6 rpm (nm_b)

8238.2 rpm (nm_B)

5145 rpm (nm_A)

81.6 Nm (Tm_max)

40.8 Nm (Tm_max/2)

100 A (Imax)

-62.53 A (-Isc)

Drive Limit Circle

Fig. 4. SPMSM drive limit operation

It can be seen that when the torque used decreases, the base
speed will increase, this is in accordance with the equation
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used, namely by increasing the speed, the size of the voltage
circle limit will also shrink. Then the maximum speed limit
is at point (nm B), where the d-axis current value can no
longer be weakened at point (−Isc).

IX. SIMULATION OF FIELD WEAKENING CONTROL
(FWC)

Before the FW control simulation is carried out, to realize
the constant power condition on the motor. An operating
condition in which the power generated by the system
remains constant even though the rotation speed increases
or a condition in which the motor speed exceeds the base
speed. When the PMSM exceeds the base speed, the torque
generated by the motor will proportionally decrease, but the
opposite of the power generated will always be constant. This
is because the power in the motor no longer depends on the
torque, but only depends on the motor rotation speed. In the
simulation carried out, it is necessary to have conditions that
can realize this. Because, the motor torque is very dependent
on the torque of the load used, then to make these conditions
it is necessary to set the torque load that can adjust these
conditions. The equation for calculating the torque load under
constant power conditions has been explained in equation 20.
The following are the results of the realization of the constant
power load on PLECS.

77.35 Nm

59.5 Nm

45.12 Nm

Fig. 5. The simulation results of constant power load with reference speed
variation

For the maximum torque used, a tolerance of 95% of the
maximum torque is given, because when using the maximum
torque the system cannot realize control. It can be seen that
the relationship between load torque and mechanical speed
is correct, namely the higher the mechanical speed, the load
torque will decrease. By knowing the constant power load
torque, the next step is to integrate the load into the FW
control model.

In Figure 6 - 8, are the simulation results obtained from the
simulation by varying the speed. In the figure, it can be seen
that the system can track the given reference speed. From
this information, it can be seen that the system can exceed
the base speed of the motor. Furthermore, the motor torque is
weakened as a result of using a constant power torque load.
This will have an impact on the motor q-axis current will

3500 rpm

4450 rpm

6000 rpm

Fig. 6. The simulation results of the motor speed under FWC conditions
above the base speed

94.81 A

73.31 A

55.98 A

-6.48 A

-62.55 A -63.14 A

Fig. 7. The simulation results of the motor’s dq current under FWC
conditions above the base speed

-303.23 V-310.45 V

-310.45 V

171.01 V

8.78 V

0.93 V

Fig. 8. The simulation results of the motor’s dq voltage under FWC
conditions above the base speed

be weakened. And then it can be seen that the FW control
algorithm can run properly because when the steady state with
a speed above the base speed, the d-axis current is weakened.
To overcome the current that exceeds the limit, the current d
is weakened according to the value −Isc = −62.53 A. The
weakening that occurs in the dq-axis current will cause the



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

201

used, namely by increasing the speed, the size of the voltage
circle limit will also shrink. Then the maximum speed limit
is at point (nm B), where the d-axis current value can no
longer be weakened at point (−Isc).

IX. SIMULATION OF FIELD WEAKENING CONTROL
(FWC)

Before the FW control simulation is carried out, to realize
the constant power condition on the motor. An operating
condition in which the power generated by the system
remains constant even though the rotation speed increases
or a condition in which the motor speed exceeds the base
speed. When the PMSM exceeds the base speed, the torque
generated by the motor will proportionally decrease, but the
opposite of the power generated will always be constant. This
is because the power in the motor no longer depends on the
torque, but only depends on the motor rotation speed. In the
simulation carried out, it is necessary to have conditions that
can realize this. Because, the motor torque is very dependent
on the torque of the load used, then to make these conditions
it is necessary to set the torque load that can adjust these
conditions. The equation for calculating the torque load under
constant power conditions has been explained in equation 20.
The following are the results of the realization of the constant
power load on PLECS.
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Fig. 5. The simulation results of constant power load with reference speed
variation

For the maximum torque used, a tolerance of 95% of the
maximum torque is given, because when using the maximum
torque the system cannot realize control. It can be seen that
the relationship between load torque and mechanical speed
is correct, namely the higher the mechanical speed, the load
torque will decrease. By knowing the constant power load
torque, the next step is to integrate the load into the FW
control model.

In Figure 6 - 8, are the simulation results obtained from the
simulation by varying the speed. In the figure, it can be seen
that the system can track the given reference speed. From
this information, it can be seen that the system can exceed
the base speed of the motor. Furthermore, the motor torque is
weakened as a result of using a constant power torque load.
This will have an impact on the motor q-axis current will
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Fig. 6. The simulation results of the motor speed under FWC conditions
above the base speed
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Fig. 7. The simulation results of the motor’s dq current under FWC
conditions above the base speed
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Fig. 8. The simulation results of the motor’s dq voltage under FWC
conditions above the base speed

be weakened. And then it can be seen that the FW control
algorithm can run properly because when the steady state with
a speed above the base speed, the d-axis current is weakened.
To overcome the current that exceeds the limit, the current d
is weakened according to the value −Isc = −62.53 A. The
weakening that occurs in the dq-axis current will cause the

dq-axis voltage to be limited. This is desirable because as the
speed increases, the motor will not be damaged because the
dq-axis voltage is limited below its maximum rating.
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Fig. 9. Trajectory of dq current on the drive limit circle

It can be seen in Figure 9, which is the result of the
current projection point of the FW control simulation results
on the drive limit circle. It can be seen that some of these
trajectory points meet the conditions for the motor to operate
properly. The explanation related to the drive limit circle
has been explained previously, namely when the blue circle
shrinks, it means that the motor speed is getting higher. The
controller is said to be successful when the trajectory point
does not exceed the limit of the maximum current. It can
be seen that the trajectory point follows the red circle and
stops when it reaches the current attenuation limit d, namely
−Isc = −62.53 A.
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Fig. 10. The simulation results of the torque and power curve

It can be seen in Figure 10, the system can already realize
the results of the power and torque curves compared to the
speed. It can be seen that when the condition of constant
torque, the value of torque is constant at its maximum value
while the value of power increases along with the increase
in speed. While during constant power conditions, the value
of torque will decrease proportionally with increasing speed,
while the power value will always be constant. This is to
prevent the motor from being damaged by working with
power above the allowable rating. In the end, it can be
concluded that the FW control that has been carried out
can realize SPMSM motor control with reference speed
conditions above the motor base speed.

X. CONCLUSIONS

Based on the results of the analysis that has been carried
out, to find out the voltage and current limits of SPMSM, it
is necessary to understand the drive limit circle of the motor
parameters used. The circle diagram explains the components
that affect the optimal operating point of the motor starting
from the maximum current, maximum voltage, motor induc-
tance, motor flux linkage, and maximum motor torque. By
understanding the relationship of all these parameters, the
control that will be carried out will be optimal and will not
exceed the motor rating used. The FWC method succeeds
in utilizing the motor speed above the base speed without
damaging the motor, because the voltage and current do not
exceed the rating of the motor used. The method is performed
by weakening the d-axis flux (λd) and using a torque load
under constant power conditions. When these conditions are
met, the motor can reach speeds above the base speed.
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Abstract—The permanent magnet synchronous motor
(PMSM) consists of two types, namely surface mounted PMSM
(SPMSM) and interior PMSM (IPMSM). IPMSM has the
potential to generate a greater torque than SPMSM due to
its torque reluctance. To exploit this potential, a comparison
of two control methods is conducted, namely ZDAC (zero d-
axis current control) vs MTPA (maximum torque per ampere)
control. Testing between these two control methods was carried
out with variations in speed and load, and it was found that
ZDAC could not maximize reluctance torque, because of that
limiting the torque capability. MTPA control is applied to
optimize efficiency. Compared to ZDAC or Id = 0 A, MTPA
control can produce maximum electromagnetic torque with
smaller stator current values. Therefore, in the constant torque
region or below the base speed, the IPMSM is controlled with
MTPA to obtain better efficiency in motor operation.

Index Terms—Interior permanent magnet synchronous motor
(IPMSM), maximum torque per ampere (MTPA), zero d-axis
current control (ZDAC), vector control, and electromagnetic
torque.

I. INTRODUCTION

In this current era, PMSM (Permanent Magnet Syn-
chronous Motor) has become one of the motors widely
used in industrial equipment applications. This PMSM motor
offers numerous advantages, as it incorporates permanent
magnets in the rotor, providing higher efficiency and power
factor, as well as a smaller size compared to conventional
synchronous motors [1]. Consequently, the utilization of
PMSM as a drive motor holds significant potential in the
future market for low and medium power applications [2].

Based on the arrangement of permanent magnets, PMSM
can be classified into 2 types, SPMSM (Surface Mounted
PMSM) and IPMSM (Interior PMSM). In SPMSM, per-
manent magnets are placed on the rotor surface [3]. This
arrangement is not suitable for high speeds, as the centrifugal
force that occurs can lead to magnet damage. The symmetric
circular placement of magnets in SPMSM creates a smooth
path for flux and results in a motor structure with no saliency
(non-saliency). On the other hand, the IPMSM type, which
has a saliency ratio, positions permanent magnets inside the
rotor, allowing it to operate at high speeds. The asymmetric
magnet placement in IPMSM induces magnetic attraction. As

a result, the inductance of IPMSM is a function of the rotor
position, leading to the motor having reluctance torque and
magnetic torque [4], [5].

Although IPMSM (Interior PMSM) has many advantages,
it requires precise control to ensure optimal performance.
However, controlling IPMSM becomes more complex due
to the presence of permanent magnets on the rotor. The
Back EMF generated by PMSM takes the form of a 3-
phase sinusoidal signal, which provides constant power when
maintained in the stator [2]. This 3-phase sinusoidal current
is transformed into two phases: the direct axis (d-axis) and
the quadrature axis (q-axis). The q-axis current component,
which is parallel to the back EMF voltage, produces magnetic
torque, while the d-axis current component, which is perpen-
dicular to it, generates reluctance torque, dependent on the
q-axis current.

Several control techniques are used in PMSM, including
MTPA (maximum torque per ampere) and ZDAC (zero d-
axis current control). MTPA is commonly used in the constant
torque region or at speeds below the base speed due to its high
efficiency [6]. When comparing MTPA and ZDAC, MTPA
provides higher efficiency by producing less stator current
than ZDAC.

The structure of this paper is organized as follows: the
mathematical model of PMSM, discussed in Section II,
lays the foundation. The control strategies are elaborated
in Section III. Next, the simulation results from PLECS
and a comparison between the two control techniques are
presented in Section IV. Finally, the conclusions are presented
in Section V.

II. MATHEMATICAL MODEL

The model of IPMSM can be represented by the following
mathematical equation, which is used to simulate the ma-
chine’s behavior. The equation for the stator phase voltage of
IPMSM is as follows [7]

Va = RsIs +
dλa

dt
(1)
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Vb = RsIs +
dλb

dt
(2)

Vc = RsIs +
dλc

dt
(3)

Where Va , Vb , Vc are the stator phase voltages, Ia , Ib , Ic
represent the stator phase currents. Rs is the stator resistance.
Meanwhile, λa , λb and λc are the phase flux linkages, which
represent the linkage between the magnetic field and the stator
windings in each phase. These flux linkages are essential
parameters in the mathematical model of the IPMSM and
are used to describe the machine’s behavior.

To obtain a simpler machine model, the voltage equation
can be transformed from a 3-variable system to a 2-variable
system using the Park transformation, which converts from
the abc coordinate system to the dq coordinate system. The
transformation matrix can be represented by the following
equation [2],


Sq
Sd
S0


 =

2

3



cos θ cos(θ − 2π

3 ) cos(θ + 2π
3 )

sin θ sin(θ − 2π
3 ) sin(θ + 2π

3 )
1
2

1
2

1
2





Sa
Sb
Sc


 .

(4)
Where Sd , Sq and S0 are the voltage, current, and flux

linkages vectors of the stator in the d and q components. θ is
the angle between the fixed stator axis and the rotor d-axis.
From the equation above, we obtain the voltage equation for
IPMSM in the dq transformation as follows [8]

Vd = RsId +
dλd

dt
− ωeλq (5)

Vq = RsIq +
dλq

dt
+ ωeλd , (6)

and the flux equation in dq transformation

λd = LdId + λm (7)

λq = LqIq , (8)

where ωe is the electrical speed which can be formulated
as follows,

ωe =
dθ

dt
= ωm(

P

2
). (9)

P is the number of poles and ωm is the mecanical speed.
Based on the dq modeling, the equivalent circuit of the
IPMSM can be depicted in Figure 1 [9].

By substituting equations (7) and (8) into equations (5)
and (6), we obtain the voltage equation in the dq coordinate
system as follows,

Vd = RsId − ωeLqIq +
d

dt
(LdId + λm) (10)

Vq = RsIq + ωe(LdId + λm) +
d

dt
(LqIq). (11)

From equation (4) (5) and (6), then the value of the input
power can be written as

Pin =
3

2
(VqIq + VdId). (12)

Neglecting the zero sequence components, the output
power can be calculated by substituting equations (5) and (6)

(a) d-axis

(b) q-axis

Fig. 1: Equivalent circuit

with the integrated back EMF terms ωeλd dan ωeλq . Thus,
the output power is given as [2], [10],

Po =
3

2
(−ωeλqId + ωeλdIq). (13)

To calculate the electromagnetic torque, which represents
the ratio of power to mechanical speed, it can be represented
by the following equation,

Te =
3

4
P (λmIq + (Ld − Lq)IqId), (14)

in addition, torque can also be represented as,

Te = TL +Bωm + J
dωm

dt
(15)

where J is the rotor inertia, TL is the load torque. Mean-
while, the constant B is the coefficient of viscous friction
which is related to the engine rotation system and mechanical
loads.

III. CONTROL METHOD

Field Oriented Control (FOC) is one of the best control
methods for low-speed applications and high-performance
drives. In FOC, the torque value is not directly controlled;
instead, it is regulated by the current, hence FOC is also
known as an indirect control method. In this approach, the
shaft speed provided by a sensor is utilized as feedback in
a closed-loop control system, and there is a current control
system used for electromagnetic torque control [11]. The
advantages of FOC include precise speed control and good
torque response. However, it comes with the drawback of be-
ing relatively expensive and requiring modulation techniques
to control the inverter as the machine driver [12].

FOC involves two operations: constant torque operation
and flux weakening operation. Constant torque operation oc-
curs when the motor speed increases, and the torque remains
constant at a certain value. Then, when the motor speed
reaches its rated speed, the torque value gradually decreases,
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entering the flux weakening operation [13]. The relationship
between the two operations can be seen in Figure 2.

Fig. 2: Torque and speed characteristics of PMSM

The goal of constant torque control is to achieve maximum
torque with minimum stator current magnitude. Control in
the constant torque region can be classified into two methods
ZDAC and MTPA.

The simulation begins by designing the IPMSM and its
control. Firstly, after determining the IPMSM parameters,
input variations such as reference speed and load torque
are provided. Speed and position sensors are then read, and
the difference between the input reference speed and the
measured speed is calculated as the speed error. This error
is passed to the PI controller, which produces the torque
reference. then the torque will be input to the MTPA or ZDAC
method, to obtain the d-axis and q-axis reference currents.

On the other side, the three-phase abc currents of the motor
are transformed into two-phase dq currents using the Park
transformation. The dq reference currents and the actual dq
currents are compared, and the error values are input to the
PI control block to adjust accordingly. The output of the
PI controller is combined with the decoupling system to
eliminate cross-coupling effects on the motor, resulting in the
dq-axis voltages. These dq-axis voltages are converted back
to three-phase voltages using the inverse Park transformation,
which is then used as the input to the SVPWM (Space Vector
Pulse Width Modulation). SVPWM generates three pairs of
pulse signals that control each switching. In summary, the
control system flow in this research can also be seen in Figure
3.

A. Zero D-Axis Current Control (ZDAC)

In the ZDAC method, the d-axis current is set to zero,
while the q-axis current is aligned with the current vector to
maintain a 900 torque angle. The ZDAC method is suitable
for motors in a non-saliency condition, which occurs when
Ld = Lq , such as in SPMSM. The main advantage of the
ZDAC control strategy is the simplification of current control.
The reference values for Id and Iq are obtained using the
following equations

Idref = 0 (16)

Fig. 3: PMSM control circuit block diagram

Ism = Iqref =
2

3

2

P

Tm

λm
(17)

B. Maximum Torque Per Ampere (MTPA)

The MTPA method maximizes the reluctance torque, where
the d-axis current value is no longer maintained at 0 A.
When using MTPA, the reference values for Id and Iq can
be formulated as follows

Idref =
λm

4(Lq − Ld)
−

√
λ2

m

16(Lq − Ld)
2
+

I2sm

2
(18)

Iqref =
√
I2sm − I2

dref
(19)

with Ism value is

Ism =
2

3

2

P

Tm

λm
(20)

IV. SIMULATION RESULT

The motor used in this research is an IPMSM (Interior
Permanent Magnet Synchronous Motor), where the values of
Ld and Lq are not the same. Therefore, there is a saliency
ratio. The motor parameters used in this study are shown in
Table I [14].

The comparison of dynamic performance between the
IPMSM vector control systems controlled with MTPA and
ZDAC can be observed in Figure 4. The motor operates under
the condition where the reference speed is increased from
1000 RPM to 2000 RPM at 0.2 seconds, and the torque load
is increased from 200 Nm to 400 Nm at 0.1 seconds. It can
be seen that both MTPA and ZDAC can produce maximum
torque. However, the rise time of the speed graph in MTPA
is shorter when compared to ZDAC.

For the dq-axis current, the comparison between the ZDAC
and MTPA methods can be seen in Figure 5. The simulation
results indicate that, in the ZDAC method, regardless of the
motor load condition and the reference speed, the d-axis cur-
rent value will always be 0 A. On the other hand, when using
the MTPA method, the d-axis current value is not always 0
A; it varies towards the negative axis depending on changes
in motor speed and load magnitude. This demonstrates that
the MTPA method successfully maximizes reluctance torque.
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the condition where the reference speed is increased from
1000 RPM to 2000 RPM at 0.2 seconds, and the torque load
is increased from 200 Nm to 400 Nm at 0.1 seconds. It can
be seen that both MTPA and ZDAC can produce maximum
torque. However, the rise time of the speed graph in MTPA
is shorter when compared to ZDAC.

For the dq-axis current, the comparison between the ZDAC
and MTPA methods can be seen in Figure 5. The simulation
results indicate that, in the ZDAC method, regardless of the
motor load condition and the reference speed, the d-axis cur-
rent value will always be 0 A. On the other hand, when using
the MTPA method, the d-axis current value is not always 0
A; it varies towards the negative axis depending on changes
in motor speed and load magnitude. This demonstrates that
the MTPA method successfully maximizes reluctance torque.

TABLE I: PMSM motor parameters

Parameters Value Unit
Stator d-axis inductance (Ld) 0.28 mH
Stator d-axis inductance (Ld) 0.61 mH

Rated power (Prated) 300 kW
Rated voltage (Vrated) 346 V

Flux linkage 0.29 Wb
Pole 6

Rated current (Irated) 500 A
Rated torque (Trated) 955 Nm
Rated speed (ω rated) 3000 RPM
Stator resistance (Rs) 0.0041 Ohm
Moment of inertia (J) 0.044 kgm2

Moment of inertia (J) 0.19 Nms
Input voltage (inverter) 601 V

Switching frequency (fsw) 20 kHz
Sampling period (Ts) 200 µs

Fig. 4: Comparison of electromagnetic torque and speed
representation in MTPA and ZDAC methods

As for the Iq current, the MTPA method produces smaller
values compared to ZDAC. In the steady-state region, when
subjected to a load of 400 Nm and a speed of 1000 RPM,
or at 0.1 to 0.2 seconds, the dq-axis current values can be
represented as vectors, as shown in Figure 6. Knowing the dq-
axis current values for ZDAC (Id = 0 A and Iq = 321.67 A)
and MTPA (Id = -88.34 A and Iq = 292.31 A), the magnitude
of the stator current can be mathematically calculated as
follows,

ZDAC

Is =
√
I2

d
+ I2q

=
√
02 + 321.672 = 321.67 A

MTPA

Is =
√
I2

d
+ I2q

=
√
(−88.34)2 + 292.312

= 305.37 A

Therefore, it can be concluded that both the MTPA and
ZDAC methods successfully achieve maximum torque, but
the MTPA method can achieve maximum torque with a
smaller magnitude of current compared to ZDAC.

Fig. 5: Comparison of d-q axis currents of MTPA and ZDAC

(a) ZDAC (b) MTPA

Fig. 6: Vector representation of d-axis and q-axis currents

Fig. 7: Comparison of MTPA and ZDAC stator current
magnitudes

Besides that, the simulation results also show that the stator
current value is higher when controlled with ZDAC compared
to MTPA. This is evident in Figures 7, 8 and Table II. Based
on this data, it is evident that the MTPA method can minimize
the stator current, especially at high speeds and large torque
loads, as shown in the column chart in Figure 9. Since MTPA
provides lower or smaller stator current values, it offers higher
efficiency than ZDAC in obtaining maximum torque.

TABLE II: Comparison of ZDAC and MTPA stator current
magnitudes

ωref 1000 RPM 2000 RPM
TL 200 Nm 400 Nm 400 Nm

MTPA 165.59 305.37 318.45
ZDAC 168.38 321.67 336.73

Difference 2.79 16.3 18.28

The comparison between MTPA and ZDAC can also be
observed from the graphs showing the torque-to-current ratio
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(a) Three-phase stator current comparison

(b) At 240 A to 340 A

Fig. 8: Comparison of MTPA and ZDAC three-phase currents

Fig. 9: Column chart comparing the magnitude of stator
current between MTPA and ZDAC

and the torque-current ratio as a function of rotor speed, as
shown in Figure 10 and Figure 11. The analysis of these
plots indicates that with the MTPA method, the ratio between
torque and current can achieve higher values compared to
the ZDAC method. This signifies that the MTPA method can
optimize motor performance by extracting as much torque as
possible when the motor current is at its minimum.

Efficiency in IPMSM control using MTPA and ZDAC can
be assessed by comparing the output power and input power
of the system. By utilizing equations (12) and (13), the values
of input power and output power can be found in Table III.
Based on these calculations, it can be seen that the efficiency
achieved using the MTPA method is higher than that of the
ZDAC method, as shown in Figure 12.

The simulation results clearly demonstrate that controlling
IPMSM using the MTPA method can achieve optimal results
or yield a higher ratio of electromagnetic torque to stator
current. As a result, MTPA control is significantly superior
to ZDAC control for vector-controlled IPMSM systems.

Fig. 10: Representation of torque and stator current compar-
ison between the MTPA and ZDAC methods

Fig. 11: Representation of torque-current and speed compar-
ison between the MTPA and ZDAC methods

TABLE III: Comparison of power efficiency using ZDAC and
MTPA

MTPA ZDAC
Motor
load

ω
ref

Eff
(%)

Eff
(%)

500 99.58 99.54
0 1000 99.21 99.09

Nm 1500 98.81 97.73
2500 98.04 97.66
500 98.61 98.60

200 1000 99.38 99.30
Nm 1500 99.44 98.16

2500 98.39 98.16
500 94.86 94.69

400 1000 97.50 97.41
Nm 1500 98.24 98.21

2500 97.80 97.80

V. CONCLUSION

This research discusses the vector control of the IPMSM
with the main goal of achieving maximum torque with mini-
mum stator current to make the motor more efficient. Based
on the discussions and analyses conducted, the following
conclusions can be drawn:

1) In the ZDAC method, the d-axis current value will
always be 0, regardless of changes in torque load
and reference speed. On the other hand, in the MTPA
method, the d-axis current value will change according
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Based on these calculations, it can be seen that the efficiency
achieved using the MTPA method is higher than that of the
ZDAC method, as shown in Figure 12.

The simulation results clearly demonstrate that controlling
IPMSM using the MTPA method can achieve optimal results
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Nm 1500 99.44 98.16

2500 98.39 98.16
500 94.86 94.69

400 1000 97.50 97.41
Nm 1500 98.24 98.21

2500 97.80 97.80

V. CONCLUSION

This research discusses the vector control of the IPMSM
with the main goal of achieving maximum torque with mini-
mum stator current to make the motor more efficient. Based
on the discussions and analyses conducted, the following
conclusions can be drawn:

1) In the ZDAC method, the d-axis current value will
always be 0, regardless of changes in torque load
and reference speed. On the other hand, in the MTPA
method, the d-axis current value will change according

Fig. 12: Graphic comparison of power efficiency using ZDAC
and MTPA

to variations in torque load and reference speed, moving
in the negative direction.

2) For the q-axis current, using the MTPA method results
in lower current values compared to the ZDAC method.

3) Compared to ZDAC, MTPA can achieve maximum
torque with a smaller stator current, allowing MTPA to
fully exploit reluctance torque by utilizing the d-axis
current.

4) MTPA can achieve higher power efficiency, maximizing
the utilization of motor torque and reducing losses.

In conclusion, MTPA proves to be a more effective control
method for the IPMSM in achieving the desired goal of
maximizing torque with minimum stator current, leading to
enhanced motor efficiency.
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Abstract—In this paper, diesel-electric generator in hybrid 
configuration with battery is developed for a train propulsion 
system. In the hybrid mode operation, the power is shared between 
the generator and the battery. PWM rectifier device become an 
important component as interface between generator, battery, and 
inverter motor drive to ballance the energy in the propulsion 
system. It has several operation modes such as powering mode to 
achieve full speed, breaking mode to charge battery and full 
charging when SOC battery is low. To overcome this challange, 
this research proposes droop control strategy for the three-phase 
PWM rectifier to share active power between the generator and the 
battery. This control strategy is capable to share the amount power 
and can be easily adjusted according to the given gain, namely 
kdroop. The simulation results prove the effectiveness of the 
proposed control strategy.  

Keywords—Diesel-electric generator, hybrid train, three-
phase PWM rectifier, battery, droop control, power sharing 

I. INTRODUCTION 
A railway is an integrated system consisting of 

infrastructure, facilities, and human resources, as well as the 
norms, criteria, conditions, and procedures for the provision 
of rail transport [1]. A train is a mode of land transportation 
that connects cities efficiently because it can move people or 
goods in large quantities relatively quickly, safely, and on time 
[2]. The construction of railroad lines in China has been 
proven to be able to increase economic growth and increase 
inter-city traveler trips [3]. This condition is one of the 
references for the Government of Indonesia to develop the role 
of railways in logistics distribution between cities on the 
mainland, especially on the islands of Java, Sumatra, Sulawesi 
and Kalimantan so as to increase economic competitiveness 
because logistics costs can be cheaper. 

Train technology has developed using diesel electric 
traction or fully electric train systems. Diesel electric traction 
uses a diesel engine to drive an electric generator. 

The generator converts mechanical energy into electrical 
energy, which is supplied to the traction motor that powers the 
locomotive. There are three different architectures of diesel-
electric traction based on the type of current (DC or AC) used 
in the main generator and the traction motors [4-6]. 

As for the electric traction, the locomotive is powered by 
an ac or dc voltage supply from the electricity network. This 
system must have a strong and reliable electricity 
infrastructure. The requirement of electrical railway power 
supply systems (ERPSS) has been studied in [7]. 

In most developing countries such as Indonesia, diesel 
electric traction is still widely used due to limited electricity 
supply. However, diesel engines use fossil fuels, causing air 
pollution and noise pollution. Triggered by the increasingly 
expensive price of fossil fuels and the issue of gas emissions, 
the reason for the development of a hybrid train based on a 
diesel engine and battery must be carried out. Benefit of 
hybrid diesel with battery has been discussed in Ref [8] and 
Ref [9] considered different hybridization rates from a 
generator system from 50 kW to 650 kW. 

Hybrid trains combine power from diesel engines with 
power stored in rechargeable batteries to drive motors. Figure 
1 shows a structure of a hybrid diesel engine – battery. It 
consists of a diesel engine coupled with AC generator, PWM 
rectifier, battery, inverter, and traction motors. 

A PWM rectifier is an important component in a hybrid 
train system to convert AC to DC voltage. It has the 
advantages of low harmonic contents of AC side current and 
high energy factor [10]. Three control techniques, which are 
direct power control, indirect power control or voltage-
oriented control and hysteresis control, have been compared 
in [11]. The merits and demerits of each technique in various 
aspects, mainly related to switching frequency, i.e. switching 
losses, calculations, and transient behavior has been 
investigated. 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

209

In Ref [12], a PWM rectifier is implemented in an electric 
vehicle, converting AC voltage from a diesel engine generator 
to DC voltage, acting as a battery boost converter while 
maintaining a DC output voltage. In this system, an alternator 
provides constant power to the load and a battery is connected 
to absorb power fluctuations during peak energy demand. 

However, in the proposed system, the PWM rectifier must 
provide electric power according to load variation in the form 
of power of motor drives, which is inverter and traction motor, 
and at certain times must charge the battery based on the state 
of charge (SOC). Because of there is no dc-to-dc converter as 
battery interface as shown in Fig. 1, this requires a special 
PWM rectifier control strategy, namely droop control, which 
is the main contribution of this paper. 

The organization of the paper is as follows. First, a review 
of the literature related to PWM rectifiers in train systems is 
discussed, followed by an explanation of PWM rectifier 
control methods and the application of the proposed control 
methods, discussion of results and ends with conclusions. 

II. PROPOSED HYBRID TRAIN PROPULSION SYSTEM  
A hybrid rail propulsion system based on a diesel engine 

and battery energy storage system is shown in Figure 1. The 
power in hybrid from both sources supplies variable voltage 
variable frequency (VVVF) inverters and a static inverter 
(SIV), which supplies auxiliary loads such as compressor, 
fan, lighting, and air conditioner. 

The hybrid operation of the propulsion system is 
regulated by a hybrid control unit (HCU). This HCU will 
send commands to the VVVF inverters and PWM rectifiers. 
The VVVF inverters control motors to run based on the 
desired speed. Meanwhile, the PWM rectifiers get a 
command to supply the load based on the request. 

In the following subsections, the electrical apparatus used 
in the hybrid train will be explained further. 

 

 
Fig 1. Structure of hybrid train diesel engine-battery 

 
Fig 2. Typical current vs voltage of generator at constant power 

A. Diesel Engine-Generator 
Diesel engine couples to a synchronous generator as a 

three-phase AC voltage source. It has voltage rating of 380V 

and power rating of 500 kW. There is no mechanical 
connection between the diesel engine and the wheels. The 
control system consisting of engine control and electronic 
components regulates the output power of the generator. 
Figure 2 shows a typical characteristic of current and voltage 
curve at generator constant power of 3000 HP power rating. It 
can be seen that the generator output power is limited by the 
rated voltage and rated current. 

B. PWM Rectifier 
A three-phase PWM rectifier consisting of six active 

switches using IGBTs with a boost converter strategy is used 
to convert three-phase 380 V AC to 600 V DC as shown in 
Fig.3. The power circuit consists of six IGBTs, a dc link 
capacitor, and inductors on the input side. IGBT voltage and 
rating determine the PWM rectifier power capacity. The 
traditional sine-triangle PWM (SPWM) scheme is the 
simplest and most widely used PWM technique for 3-phase 
PWM converters [13]. 

 
Fig 3. Circuit of PWM rectifier 

The switching signals from SPWM regulate the output 
voltage according to the required power for the propulsion 
system from the Hybrid Control Unit (HCU) command. The 
controller strategy will be explained in the next section. 

C. Battery as Secondary Source  
Lithium batteries are used as energy storage as well as 

secondary power source to reduce fuel consumption in the 
diesel engines. The full power of the train is generated by the 
PWM rectifier from the diesel engine 3 phase alternator when 
the battery SOC is higher than 30%. Charging and discharging 
battery depends on the operating mode condition of the train. 

A battery is electrochemical systems having complex 
dynamics. Because of its charge-discharge characteristic, 
Battery can be regarded as power sources or loads with 
different characteristics. To obtain better precision, we 
differentiate the model for both charge and discharge process 
due to the hysteresis characteristics as shown in Fig. 4. 

 Using Kirchoff’s Voltage Law (KVL) when the hysteresis 
is presented in charge and discharge process, the Thevenin 
equivalent circuit for the battery can be formulated as        .    (1) 

for charge process and        .    (2) 

for discharge process as where ‘bar’ denotes the parameter 
changes due to the hysteresis. Despite the parameters are not 
easy to measure, they obey the boundary condition when 
SOC=0% and SOC=100%. 
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Fig 4. Battery as load or source 

D. Traction Motor Drive  
Drive train consists of variable voltage variable frequency 

(VVVF) inverter and induction motor as shown in Fig. 1. This 
inverter converts the incoming DC power into an AC power 
source and adjusts the amount of power supplied (voltage and 
frequency) according to the speed of the train. This inverter is 
also capable of regenerating power from the motor as the train 
slows down. 

The variable speed drive must overcome to eighteen mode 
operations of the train, which are defined as powering when 
SOC > 30%, powering when SOC < 30%, coasting when SOC 
> 30%, and coasting when SOC < 30%. There are seven 
modes in each powering mode. 

E. Modelling of The Hybrid Propulsion System  
The overall hybrid propulsion system can be modelled in 

Fig. 5. To ease the analysis, as usually PWM inverters can be 
found easily in the market, we focus on the modelling of the 
rectifier as shown in Fig. 6. 

 
Fig 5. Model of Hybrid Propulsion System 

 
Fig 6. Rectifier connected to induction motor-controlled inverter 

Assume that the generator is balanced. Due to slower time 
constant we made the following assumption as              . 
Using Park Transformation, to simplify the induction motor 
in dq coordinate is oriented according to stator voltage so that       . 
Here we can assume that      ,   0 
From equation (1), we have : 

       0 00  00 0    
 0 00  00 0                         (3) 

 
Let us define    , ,    , ,    , ,    , ,    , , . 

Rearranging (3) we have                       (4) 

where the switching circuit  

  , Φ: ≜                 (5) 

Φ    ≜   2 1 11 2 11 1 2  ∗∗∗     (6) 

and 

  ≝  . 
∗∗∗  ≝ ℎ . 

Then we have     Φ.              

    . 

Finally we have       (7) 

where   ℎ  ℎ  . 
Assuming the induction motor is slow related to the switching 
frequency, the motor current ii relate the motor torque with ε 
as the gain, motor can be modeled as first order system with 
lag using torque control/mode. 

τi = ε.ii     . 
We have          (8) 
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  .     (9)    Φ.     (10) 

       (11) 

It becomes fourth order differential equation. This equation is 
used in this work for controller design purpose. 

III. PWM RECTIFIER CONTROL STRATEGY  
As explained in the previous section, the terminal voltage 

of battery (Vt) has a linear relationship with the current 
injected/absorbed to/from the battery (i). This characteristic 
can be drawn in the voltage-current (V-I) plane. For a Li-Ion 
battery with data given in Table 1, the V-I curve 
characteristics is shown in Fig. 7.  

TABLE I.  LI-ION PARAMETERS 

Parameter Value 
Nominal voltage 600 V 

Capacity  750 Ah 
Internal resistance 0.02 Ω 

Since, the battery is directly connected to the DC bus 
(shown in Fig. 2.), the power flow is dictated by the condition 
of the battery. 

 
Fig 7. Terminal voltage of a battery for different current and SOC conditions 

 For the same current flow might result in different voltage 
levels depending on the SoC of the battery. Therefore, the 
PWM rectifier needs to be coordinated with the battery such 
that they can share the load.  

Coordinated control concept has been adopted in this 
research [15]. Although it is designed for a multi-terminal 
HVDC system, the same concept can be applied in this 
research due to the same principle of the hybrid train diesel 
engine-battery, regardless the voltage and power rating of the 
components. In principle, a converter can be operated in 
different mode based on its V-I characteristics shown in 
Fig. 8. 

The load sharing between PWM rectifier and battery can be 
easily achieved by lining the droop (V-I characteristics) 
between the two. The slope of the droop for the battery will 
depends on the internal resistance ( ) shown in Fig. 8, 
therefore it could not be adjusted. However, the droop slope 
for the PWM rectifier is adjustable. If the PWM rectifier is 
adjusted to have the same droop slope as the battery, then 

both battery and PWM rectifier share the load equally. The 
shallower the slope (close to a horizontal line), the higher the 
share of the load to be taken by the PWM rectifier.  

  

 
Fig. 8. Converter operation modes: (a) DC voltage droop control, (b) 

constant current control, (c) constant DC voltage control [15] 
 

The PWM rectifier control structure has been developed in 
a cascaded structure [16]. The higher-level control is the DC 
voltage controller, which gives the AC voltage reference for 
the lower-level controller. The lower-level controller 
produces switching pulses for the IGBT. This cascaded 
structure is depicted in Fig. 9. 

The reference for the DC voltage controller is adjusted by 
adding the droop controller output. Figure 10 depicted the 
droop controller structure. The  defines the steepness 
of the droop slope for the PWM rectifier. If  equals to 
zero, then the PWM rectifier operates in a stiff DC voltage 
controller (more contribution from the PWM rectifier), while 
putting this value to a higher number will result in an almost 
stiff current operation of the PWM. The amount of the current 
taken by the PWM rectifier depends on the value of _. 
The value of _  can also be used to shift the droop 
characteristics of the PWM rectifier along horizontal axes. 

 

 
Fig. 9. A cascaded PWM rectifier control structure. The lower-level has 

faster response as compared to the higher one 
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The reference for the DC voltage controller is adjusted by 
adding the droop controller output. Figure 10 depicted the 
droop controller structure. The  defines the steepness 
of the droop slope for the PWM rectifier. If  equals to 
zero, then the PWM rectifier operates in a stiff DC voltage 
controller (more contribution from the PWM rectifier), while 
putting this value to a higher number will result in an almost 
stiff current operation of the PWM. The amount of the current 
taken by the PWM rectifier depends on the value of _. 
The value of _  can also be used to shift the droop 
characteristics of the PWM rectifier along horizontal axes. 

 
Fig. 10. DC voltage droop controller structure 

 
As mentioned previously, the internal voltage of the battery 

will be related to the SoC of the battery. Therefore, apart from 
the droop controller output, the DC voltage reference needs 
also be adjusted to match the SoC of the battery. In this 
research, the terminal voltage of the battery is estimated 
based on the simulation results and depicted in Fig. 11. The 
estimated battery terminal voltage is then used in the _  in Fig. 10. It should be noted that different 
manufacturers or types of the battery might give different 
characteristics, therefore this figure needs to be adjusted. 

 
Fig. 11. Terminal voltage of the Li-Ion battery given in Table 1 during 

different SoC levels when the battery current equals to zero 

IV. SIMULATION RESULT AND DISCUSSION  
A diesel-electric generator and a three-phase PWM rectifier 

with a battery system are modeled in a circuit simulation. The 
simulation configuration is shown in Fig. 2, except for the 
loads. The motors and auxiliary loads are modeled as a DC 
current source. The simulation parameters are given in Table 
2. 

TABLE II.  SIMULATION PARAMETERS 

Parameter Value 
Generator voltage  380 V 
DC bus voltage  600 V 
Generator power  500 kW 
Battery capacity 750 Ah  0.02 and 0.06 

In order to show the capability of the PWM rectifier to share 
the load with the battery, a step increase from 400 A to 1000 
A in the DC load has been considered. This step increase is 
reflected as a change in the DC bus current. Two  
values have been considered, i.e. 0.02 (the same as the 
internal resistance of the battery given in Table 1) and 0.06.  

Figure. 12 shows the current responses of the battery and 
the PWM rectifier. Both electric sources can respond to the 
required load current. Using the   equals to 0.02, the 
power can be shared equally between the diesel-electric 
generator and the battery as shown in Fig. 13. 

 

 
Fig. 12. PWM rectifier and battery current responses during a load step 

with  equals to 0.02 

 

 
Fig. 13. Load sharing between battery and PWM rectifier with  

equals to 0.02 
 

Figure 14 shows the current responses of the PWM rectifier 
and the battery with different value of . In this case, the   is set to 0.06. This value is 3 times larger than the 
internal resistance of the battery. It shows that both sources 
can respond to the step increase of the dc current load. 
However, the power is not shared equally between the PWM 
rectifier and the battery. The load draws more current from 
the battery, which is around 75 % of the load as shown in Fig. 
15. The rest of the power is supplied from the PWM rectifier. 

The simulation results prove that load sharing between the 
battery and PWM rectifier can be simply performed by 
changing the droop constant . If the value is the same 
as the internal resistance of the battery then both battery and 
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PWM rectifier share the same load (Fig. 12. and Fig. 13.). 
While, if  is 3 times larger than the internal resistance 
of the battery, then the battery will take the load three times 
more than PWM rectifier. 

If different operation modes of the hybrid train require 
different load sharing between the battery and PWM rectifier, 
it is suggested to implement an advanced droop controller or 
droop line tracking method as discussed in [17].    

 
Fig. 14. PWM rectifier and battery current responses during a load step 

with  equals to 0.06

 
Fig. 15. Load sharing between battery and PWM rectifier with  

equals to 0.06 

V. CONCLUSION  

The control strategy of the PWM rectifier in hybrid with 
battery for a train propulsion system has been proposed. The 
control strategy is a DC voltage droop controller that can share 
the power between the PWM rectifier and the battery. The 
amount of power share can be easily adjusted according to the 
given gain, namely . The performance of the proposed 
control strategy has been tested in the simulation environment. 
It shows the effectiveness of the proposed control strategy for 
power sharing between the PWM rectifier and the battery in 
supplying loads. 
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Abstract—The delay in power plant construction affected
the generation expansion planning (GEP) result, decrease the
generating capacity, and increase the Loss of Load Probability
(LOLP) index. The LOLP constraint is required in GEP to obtain
an adequate reserve in system, which called as reserve margin. An
optimal reserve margin will ensure the economic operation and
system’s reliability. This research objective is to modify the GEP
considering the possibility of delay in power plant construction.
The model is simulated on Sumatra Power System to find to
modify the number, size, and capacity of additional generating
unit in 10 years planning horizon. There are two scenarios called
base case and delay. The base case scenario consider the most
economical total cost under the standard constraint which the
simulation result require 25% reserve margin. Delay scenario
consider 1, 2, and 3 years delay of existing construction project
which require 7.86% additional reserve margin in average.
Therefore, the required reserve margin to consider construction
delay is 32.86%.

Keywords—GEP, power plan development delays, reserve mar-
gin, LOLP

I. INTRODUCTION

The Island of Sumatra is one of the largest islands in
Indonesia, both in terms of land area and population [1]. The
Sumatra Power System falls under the category of a large
system, with a peak load of 6,330 MW in 2021, estimated to
reach 11,661 MW by 2030 [2]. The electricity demand in the
Sumatra System continues to increase in line with economic
growth and population expansion. In 2021, the electricity
demand was only 36,835 GWh, but it is projected to reach
68,700 GWh by 2030, with an average annual increase of
7.11% [2].

The rising of electricity demand, Generation Expansion
Planning (GEP) becomes crucial. GEP is used to determine
the quantity, type, and size of power plants to be constructed
annually within the planning horizon [4], [8]. GEP is widely
used in power plant development planning for various issues,
such as considering the availability of primary energy supply
[6] and the integration of new and renewable energy sources
[7]. GEP can be modeled using various optimization methods,
one of which is Mixed Integer Linear Programming (MILP).
Through this method, optimization aims to determine the
combination of the number, size, and capacity of power plants
to be constructed in the GEP scenario. The goal is to achieve

the most optimal total generation cost while ensuring the
system’s reliability.

In GEP, the principle of ”least cost” is applied, which
involves optimizing the total construction cost while consid-
ering system reliability [9]. System reliability in electricity
generation planning is a key focus. It can be evaluated based
on the system’s ability to meet the load demand and withstand
disturbances [7]. One reliability indicator is the Loss of Load
Probability (LOLP), which represents the probability of the
system failing to meet the load demand [5]. The standard
LOLP index in Indonesia is LOLP < 0.274%, equivalent to
one day of electricity outage per year [2]. LOLP is influenced
by various factors, such as the generator’s failure rate (FOR),
generator capacity, and load characteristics [5].

The LOLP index is closely related to the system’s reserve
margin e. A high reserve margin indicates ample power
reserves, indicating a high level of reliability in the electricity
system within that region [4] [13]. However, excessively high
reserve margin can also lead to higher investment costs [4]
[13]. In GEP, the objective is not only to achieve a reliable
system but also to minimize the generation cost. To achieve
this, the LOLP index is used as a reference in determining
the system’s reserve margin [17]. By doing so, when a system
meets the LOLP standard, the reserve margin will be sufficient
to meet the system’s needs and overcome disturbances during
the power generation process. Consequently, using LOLP as a
constraint in power plant development planning can yield an
optimal reserve margin for the system.

One of the most common technical issues in GEP is power
plant construction delays. In 2021, there were 34 delayed
power plant projects, with 5 of them occurring in the Sumatra
Region [3]. Delays in power plant construction can be at-
tributed to inadequate project management [12]. This has been
evident in several cases of power plant construction delays
in Indonesia [10], [11]. Such delays can lead to a decrease
in power plant capacity in the affected years, which can
impact the reliability and economy of the electricity system.
Preventive actions are necessary to avoid delays, such as
improving the project management of planned power plant
developments.

Therefore, this study aims to modify the GEP process by
considering power plant construction delays. These delays are

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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I. INTRODUCTION

The Island of Sumatra is one of the largest islands in
Indonesia, both in terms of land area and population [1]. The
Sumatra Power System falls under the category of a large
system, with a peak load of 6,330 MW in 2021, estimated to
reach 11,661 MW by 2030 [2]. The electricity demand in the
Sumatra System continues to increase in line with economic
growth and population expansion. In 2021, the electricity
demand was only 36,835 GWh, but it is projected to reach
68,700 GWh by 2030, with an average annual increase of
7.11% [2].

The rising of electricity demand, Generation Expansion
Planning (GEP) becomes crucial. GEP is used to determine
the quantity, type, and size of power plants to be constructed
annually within the planning horizon [4], [8]. GEP is widely
used in power plant development planning for various issues,
such as considering the availability of primary energy supply
[6] and the integration of new and renewable energy sources
[7]. GEP can be modeled using various optimization methods,
one of which is Mixed Integer Linear Programming (MILP).
Through this method, optimization aims to determine the
combination of the number, size, and capacity of power plants
to be constructed in the GEP scenario. The goal is to achieve

the most optimal total generation cost while ensuring the
system’s reliability.

In GEP, the principle of ”least cost” is applied, which
involves optimizing the total construction cost while consid-
ering system reliability [9]. System reliability in electricity
generation planning is a key focus. It can be evaluated based
on the system’s ability to meet the load demand and withstand
disturbances [7]. One reliability indicator is the Loss of Load
Probability (LOLP), which represents the probability of the
system failing to meet the load demand [5]. The standard
LOLP index in Indonesia is LOLP < 0.274%, equivalent to
one day of electricity outage per year [2]. LOLP is influenced
by various factors, such as the generator’s failure rate (FOR),
generator capacity, and load characteristics [5].

The LOLP index is closely related to the system’s reserve
margin e. A high reserve margin indicates ample power
reserves, indicating a high level of reliability in the electricity
system within that region [4] [13]. However, excessively high
reserve margin can also lead to higher investment costs [4]
[13]. In GEP, the objective is not only to achieve a reliable
system but also to minimize the generation cost. To achieve
this, the LOLP index is used as a reference in determining
the system’s reserve margin [17]. By doing so, when a system
meets the LOLP standard, the reserve margin will be sufficient
to meet the system’s needs and overcome disturbances during
the power generation process. Consequently, using LOLP as a
constraint in power plant development planning can yield an
optimal reserve margin for the system.

One of the most common technical issues in GEP is power
plant construction delays. In 2021, there were 34 delayed
power plant projects, with 5 of them occurring in the Sumatra
Region [3]. Delays in power plant construction can be at-
tributed to inadequate project management [12]. This has been
evident in several cases of power plant construction delays
in Indonesia [10], [11]. Such delays can lead to a decrease
in power plant capacity in the affected years, which can
impact the reliability and economy of the electricity system.
Preventive actions are necessary to avoid delays, such as
improving the project management of planned power plant
developments.

Therefore, this study aims to modify the GEP process by
considering power plant construction delays. These delays are
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derived from historical data on power plant planning from
2016 to 2021, resulting in success and delay ratios for each
power plant. Accounting for these construction delays will
impact the system’s reserve margin and LCOE (Levelized Cost
of Electricity).

II. GENERATION EXPANSION PLANNING

Generation expansion planning (GEP) is an energy planning
process aimed at determining the quantity, type, and size of
power plants to be constructed each year during the planning
period, considering both technical and non-technical factors
[7]. Generally, the development planning of power plants is
carried out to meet the increasing demand for electricity each
year. However, in some regions in Indonesia, this development
planning is conducted to address the shortage of electricity
supply in those areas [8]. The planning of power plant devel-
opment operates on the principle of ”least cost,” which means
optimizing the total construction cost of power plants to the
minimum possible extent. In other words, the main principle
of this development planning is to obtain the lowest net present
value (NPV) of total electricity supply costs [14]. The main
principle of power plant development is formulated in an
objective function, as shown in the following formulation.

A. Objective Function

The objective function of this generation expansion planning
is to minimize the total cost. Generally, the total generation
cost consists of several cost components, namely total fixed
cost, total V&OM cost, and total fuel cost. The general form
of this objective function can be seen in Equation (1). The
breakdown of each cost component in the general equation
can be seen in Equation (2), as follows.

minCost = Ctot
fixed + Ctot

V OM + Ctot
fuel (1)

minCost =
∑
y

∑
g

DFy × Cg
fixed × 1000× P g

max×

(Ngyg +Nbyg)

+
∑
y

∑
g

DFy × Cg
V OM ×Gy

g (2)

+
∑
y

∑
g

DFy ×HRg × Cg
Fuel ×Gy

g

In Equation (2). there is a cost component called the
fixed cost (Cg

fixed). The fixed cost component consists of
two elements: the annualized investment cost and the Fixed
Operation and Maintenance (FO&M) cost component. The
equation for calculating the fixed cost of the power plant (g)
can be seen in Equation (3) - (7).

Cg
fixed = Cg

invannual + Cg
FOM (3)

Cg
invannual = Cg

inv ×AnnualizedFactor (4)

AnnualizedFactor =
(1− TaxRate)× NAF

EcoLife

RAF
(5)

RAF =
(1− (1 +WACC))

EcoLife

(WACC)
(6)

NAF =
(1− (1 +WACC + InfRate))

EcoLife

(WACC + InfRate)
(7)

B. Constraint

In GEP, there are constraints that need to be satisfied.
For example, the constraint on electricity demand (8), the
constraint on electricity generation capacity (9)(10), the MILP
constraint ((11), and the LOLP constraint (12). The equations
for each of these constraints can be seen in Equation (8) -
(12), as follows.

∑
g

Gy
g + USEy ≥ PDy (8)

∑
y

∑
g

P g
max × (Ngg +Nbyg) +DPy ≥ PLy +RMy (9)

Nbyg ≤ Nbmax
g (10)

Nbyg ≥ 0;NbygisInteger (11)

LOLP < 0, 274% (12)

In this research, the delay in power plant construction will
have an impact on power plant modeling. The variables that
will be affected due to the delay in power plant construction
are the installed capacity of power generation units (Ngyg ) and
the energy production of power plant-g in year y (Gy

g). The
delay in power plant construction will lead to changes in the
arrangement of installed power generation units in the year of
the delay occurrence. These changes in the installed power
generation units will also influence the energy production
quantity in the affected year.

III. METHODOLOGY
A. Research Object

In this research, the Sumatra System is chosen as the
research object. The Sumatra power system serves 9 provinces,
namely Aceh, North Sumatra, Riau, Bangka Islands, West
Sumatra, Jambi, South Sumatra, Bengkulu, and Lampung.
The Sumatra system is one of the large categories of power
systems in Indonesia, with a significant demand for electrical
energy. The high demand for electricity is accompanied by
an increasing number of power plants constructed each year,
realized through power plant development planning (GEP).

Based on historical data from the power plant development
planning in the Sumatra System, there are 31 power plants
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that have been delayed out of 60 planned power plants [15] -
[2]. From this historical data, the success ratio and delay of
power plant construction can be derived, as follows.

TABLE I
SUCCESS RATIO AND DELAY OF POWER PLANT CONSTRUCTION

PROJECTS

No. Power Plant Success Ratio Delay Ratio Delay (Years)
1 PLTGU/MGU 33% 100% 3
2 PLTBg 28% 80% 1
3 PLTG/MG 25% 75% 2
4 PLTM 50% 57% 2.25
5 PLTU 48% 55% 2
6 PLTGU 29% 50% 4
7 PLTA 43% 33% 2.5
8 PLTP 75% 33% 1.5
9 PLTBm 0% 0% Failed

10 PLTBn 50% 0% On Scheduled
11 PLTG 14% 0% On Scheduled
12 PLTMG 6% 0% On Scheduled
13 PLTS 17% 0% On Scheduled
14 PLTSa 0% 0% Failed

The success ratio indicates the percentage of the total
number of successfully constructed power plants compared to
the overall planned total of power plants. On the other hand,
the delay ratio shows the percentage of delayed power plants in
relation to the total number of successfully constructed power
plants. These success, delay ratios, and duration of of power
plant construction delays will serve as references in modeling
the GEP scenarios while considering the delays in power plant
construction. The duration of power plant construction delays
will be utilized in modifying the GEP model by considering
the delays. The years of construction for the modeled power
plants will be adjusted for the lead time of each plant in the
PLEXOS.

Due to the considerable number of delayed power plants, the
reserve margin in the Sumatra System under the RUPTL 2021-
2030 is relatively high, ranging between 40% to 49%. This
high reserve margin will have implications on the reliability
and cost-effectiveness of the system. Therefore, this research
will involve modifying the GEP by taking into account the
delays in power plant construction to achieve an optimal
reserve margin.

B. Method

The GEP is conducted for the planning period of 2021-2030.
GEP simulations are performed under two scenarios: the GEP
scenario without considering power plant construction delays
(base case) and the GEP scenario with considering delays.
The base case scenario models the Sumatra System based
on the RUPTL (Electricity Supply Business Plan) 2021-2030.
The GEP scenario with delays is conducted after simulating
the base case scenario. The base case scenario is considered
successful when the objective function of optimization is
fulfilled, and the constraints related to reliability indices and
others are satisfied, resulting in the most optimal reserve
margin. Optimal here means the reserve margin meets the
load demand with the minimum cost. The results of the base

case optimization, listing the built and unbuilt power plants,
serve as a reference for modeling the delayed scenario. Unbuilt
power plants in the base case scenario will be modeled as
candidates for the delay scenario, while built power plants
will be modeled as existing plants. The flow of this research
is shown in Fig 1.

The research process involves stages represented by the
letter A. The stages indicated by A are for identifying the
success and delay ratios, which result in success and delay
ratios of power plant development. These ratios will be used
as references for determining the delayed power plants. Power
plants with high delay ratios will be modeled as delayed in
the delay scenario simulation.

The GEP simulations in this study utilize the Mixed Integer
Linear Programming (MILP) method. Through this method,
optimization will determine the combination of the number,
size, and capacity of power plants to be built in the executed
GEP scenario. This is done to obtain the most optimal total
generation cost while still considering the reliability of the
power system. The input data for each power plant’s optimiza-
tion simulation includes electricity demand and peak load data,
techno-economic and technical data of the power plants, and
fuel data.

IV. RESULT AND DISCUSSION

A. Optimization of The Base Case Scenario

From the optimization results of the base case, when the
LOLP index of the system is limited to 0.024%, the average
value of the system’s reserve margin is 25% per year. This
reserve margin indicates that with an average reserve margin of
25%, the system has sufficient power reserves to meet the load
requirements during disturbances. The average LCOE obtained
from this base case optimization is 8.95 c$/kWh. The power
plant energy mix and reserve margin value can be seen in the
Fig. 2 and Fig. 3.

B. Impact of Delays on Power Plant Reliability

After successfully optimizing the base case scenario, the
next testing conducted is to assess the impact of power plant
construction delays on reliability. In this stage, several power
plants that were built in the base case results are modeled to be
delayed. On average, the power plants modeled to be delayed
are those scheduled to be built in 2027, 2028, and 2029. The
total capacity of power plants that are modeled to be delayed
is 1674 MW, this is equivalent to 11.19% of total installed
capacity.

In this simulation can be seen in Fig. 4., it was found that
the established standard LOLP threshold is violated due to
the occurrence of delays. Specifically, the violation of the
LOLP threshold occurs in the year 2029. The violation of
the established LOLP threshold indicates that in that year, the
probability of the power generation system failing to meet
the load demand exceeds the set standard in Indonesia. This
inability to meet the load demand will have adverse effects on
power plant developers and consumers. One of the impacts
caused by this is an increase in the amount of unserved
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that have been delayed out of 60 planned power plants [15] -
[2]. From this historical data, the success ratio and delay of
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11 PLTG 14% 0% On Scheduled
12 PLTMG 6% 0% On Scheduled
13 PLTS 17% 0% On Scheduled
14 PLTSa 0% 0% Failed

The success ratio indicates the percentage of the total
number of successfully constructed power plants compared to
the overall planned total of power plants. On the other hand,
the delay ratio shows the percentage of delayed power plants in
relation to the total number of successfully constructed power
plants. These success, delay ratios, and duration of of power
plant construction delays will serve as references in modeling
the GEP scenarios while considering the delays in power plant
construction. The duration of power plant construction delays
will be utilized in modifying the GEP model by considering
the delays. The years of construction for the modeled power
plants will be adjusted for the lead time of each plant in the
PLEXOS.

Due to the considerable number of delayed power plants, the
reserve margin in the Sumatra System under the RUPTL 2021-
2030 is relatively high, ranging between 40% to 49%. This
high reserve margin will have implications on the reliability
and cost-effectiveness of the system. Therefore, this research
will involve modifying the GEP by taking into account the
delays in power plant construction to achieve an optimal
reserve margin.

B. Method

The GEP is conducted for the planning period of 2021-2030.
GEP simulations are performed under two scenarios: the GEP
scenario without considering power plant construction delays
(base case) and the GEP scenario with considering delays.
The base case scenario models the Sumatra System based
on the RUPTL (Electricity Supply Business Plan) 2021-2030.
The GEP scenario with delays is conducted after simulating
the base case scenario. The base case scenario is considered
successful when the objective function of optimization is
fulfilled, and the constraints related to reliability indices and
others are satisfied, resulting in the most optimal reserve
margin. Optimal here means the reserve margin meets the
load demand with the minimum cost. The results of the base

case optimization, listing the built and unbuilt power plants,
serve as a reference for modeling the delayed scenario. Unbuilt
power plants in the base case scenario will be modeled as
candidates for the delay scenario, while built power plants
will be modeled as existing plants. The flow of this research
is shown in Fig 1.

The research process involves stages represented by the
letter A. The stages indicated by A are for identifying the
success and delay ratios, which result in success and delay
ratios of power plant development. These ratios will be used
as references for determining the delayed power plants. Power
plants with high delay ratios will be modeled as delayed in
the delay scenario simulation.

The GEP simulations in this study utilize the Mixed Integer
Linear Programming (MILP) method. Through this method,
optimization will determine the combination of the number,
size, and capacity of power plants to be built in the executed
GEP scenario. This is done to obtain the most optimal total
generation cost while still considering the reliability of the
power system. The input data for each power plant’s optimiza-
tion simulation includes electricity demand and peak load data,
techno-economic and technical data of the power plants, and
fuel data.

IV. RESULT AND DISCUSSION

A. Optimization of The Base Case Scenario

From the optimization results of the base case, when the
LOLP index of the system is limited to 0.024%, the average
value of the system’s reserve margin is 25% per year. This
reserve margin indicates that with an average reserve margin of
25%, the system has sufficient power reserves to meet the load
requirements during disturbances. The average LCOE obtained
from this base case optimization is 8.95 c$/kWh. The power
plant energy mix and reserve margin value can be seen in the
Fig. 2 and Fig. 3.

B. Impact of Delays on Power Plant Reliability

After successfully optimizing the base case scenario, the
next testing conducted is to assess the impact of power plant
construction delays on reliability. In this stage, several power
plants that were built in the base case results are modeled to be
delayed. On average, the power plants modeled to be delayed
are those scheduled to be built in 2027, 2028, and 2029. The
total capacity of power plants that are modeled to be delayed
is 1674 MW, this is equivalent to 11.19% of total installed
capacity.

In this simulation can be seen in Fig. 4., it was found that
the established standard LOLP threshold is violated due to
the occurrence of delays. Specifically, the violation of the
LOLP threshold occurs in the year 2029. The violation of
the established LOLP threshold indicates that in that year, the
probability of the power generation system failing to meet
the load demand exceeds the set standard in Indonesia. This
inability to meet the load demand will have adverse effects on
power plant developers and consumers. One of the impacts
caused by this is an increase in the amount of unserved

Fig. 1. The Research Flowchart

Fig. 2. Energy Mix of Base case Optimization

Fig. 3. Reserve Margin of Base Case optimization

Fig. 4. LOLP due to delay

energy in the system, which affects the increasing opportunity
loss in the electricity system. To anticipate such situations,
it is necessary to plan power plant development considering
potential project construction delays.

C. Optimization of The Delays Scenario

The optimization of the power plant construction delay sce-
nario is conducted using the results of the base case scenario
optimization as a reference for system modeling. The power
plants resulting from the base case scenario optimization are
categorized into two groups: the power plants that are built
in the base case scenario are included in the existing power
plant category in the delay scenario, while the power plants
that are not built are considered as candidate power plants
in the delay scenario, taking into account the delays. Since
there are 17 power plants that are not built in the base case
scenario, these 17 power plants become part of the candidate
power plants in the delay scenario. In the delay scenario, three
tests are conducted with different durations of delays: 1 year,
2 years, and 3 years.

The results obtained from the simulation of delay optimiza-
tion show that the delay in power plant construction leads to
the development of new candidate power plants. The longer
the duration of the delay, the greater the number of candidate
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power plants that are built. The construction of new candidate
power plants is caused by the capacity reduction in the affected
years due to the delays. Therefore, this capacity reduction
requires compensation in the form of additional new power
plant capacity to ensure that the reliability constraints in power
generation are still met.

The addition of new power plants will increase the power re-
serve capacity in the system. This linearly affects the increase
in the system’s reserve margin. The average increase in the
reserve margin per year due to power plant construction delays
is 7.86%. The differences in the obtained reserve margin
values in each simulation of the delay scenario considering
the power plant construction delays can be seen in the Fig. 5.

Fig. 5. Reserve Margin of Delays Scenario

The addition of new power plants will certainly have an
impact on the overall generation cost. The resulting LCOE
for each test can be seen in the Fig. 6.

Fig. 6. LCOE of Delays Scenario

From Figure 6, it can be observed that from 2025 to
2026, there is a decrease in LCOE in the delay scenario
testing compared to the LCOE values in the scenario without
considering delays. The addition of power plant construction
in the delay scenario should increase the LCOE of generation
since it would increase the total fixed cost in the power plant
development planning for those years. However, in the delay
scenario, the addition of new candidate power plants does
not necessarily increase the LCOE of their respective power
plants. This is because the newly built candidate power plants
in the optimization scenario with delays are characterized by
lower fuel prices. Specifically, the cheaper power plants that
are built in this scenario are coal-fired power plants (PLTU).
PLTU have the lowest fuel price component compared to other
power plants. To validate the increase in energy production in
a coal-fired power plant (PLTU) and the decrease in electricity
production in power plants using more expensive fuel types,
the following data is provided. The energy production output
for each type of power plant has been categorized based on
its fuel type can be seen in the figure below.

In the optimization process, the addition of PLTU power
plants leads to an increase in energy production from PLTU.
Referring to the electricity energy balance constraint, this
increase in energy production from PLTU will result in a
decrease in energy production from other power plants, es-
pecially those with higher fuel costs. When energy production
is predominantly generated by PLTU, which have the cheapest
fuel prices, the total fuel cost component in this scenario will
be smaller compared to the total fuel cost in the scenario
without considering delays.

V. CONCLUSION

The reliability level and reserve margin of a system are
influenced by LOLP, FOR, peak load, power plant size, and
power plant construction delays. The results obtained from this
testing indicate that delays in power plant construction affect
the GEP. Delays will impact the capacity of power plants and
the number of power plant units in the years affected by the
delays. This influence results in an increase in the reserve
margin, with an average increase of 7.86%. This increase in the
reserve margin is attributed to the addition of new candidate
power plant units in the Sumatra Power System, which act as
compensators for the decrease in power plant capacity caused
by delays in the affected years. However, the increase in the
reserve margin due to construction delays in this power plant
construction issue does not always lead to an increase in the
system’s LCOE. This is because delays prompt the system
to optimize the operation of existing power plants, which
are more cost-efficient than newly constructed ones. In terms
of energy mix, coal energy production increases significantly
compared to production using more expensive fuels such as
liquid natural gas, natural gas, and HSD. This results in
a lower LCOE value when delays occur compared to the
GEP condition in the base case. Moreover, when examining
the reserve margin based on the RUPTL, the RUPTL has
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values in each simulation of the delay scenario considering
the power plant construction delays can be seen in the Fig. 5.

Fig. 5. Reserve Margin of Delays Scenario

The addition of new power plants will certainly have an
impact on the overall generation cost. The resulting LCOE
for each test can be seen in the Fig. 6.

Fig. 6. LCOE of Delays Scenario

From Figure 6, it can be observed that from 2025 to
2026, there is a decrease in LCOE in the delay scenario
testing compared to the LCOE values in the scenario without
considering delays. The addition of power plant construction
in the delay scenario should increase the LCOE of generation
since it would increase the total fixed cost in the power plant
development planning for those years. However, in the delay
scenario, the addition of new candidate power plants does
not necessarily increase the LCOE of their respective power
plants. This is because the newly built candidate power plants
in the optimization scenario with delays are characterized by
lower fuel prices. Specifically, the cheaper power plants that
are built in this scenario are coal-fired power plants (PLTU).
PLTU have the lowest fuel price component compared to other
power plants. To validate the increase in energy production in
a coal-fired power plant (PLTU) and the decrease in electricity
production in power plants using more expensive fuel types,
the following data is provided. The energy production output
for each type of power plant has been categorized based on
its fuel type can be seen in the figure below.

In the optimization process, the addition of PLTU power
plants leads to an increase in energy production from PLTU.
Referring to the electricity energy balance constraint, this
increase in energy production from PLTU will result in a
decrease in energy production from other power plants, es-
pecially those with higher fuel costs. When energy production
is predominantly generated by PLTU, which have the cheapest
fuel prices, the total fuel cost component in this scenario will
be smaller compared to the total fuel cost in the scenario
without considering delays.

V. CONCLUSION

The reliability level and reserve margin of a system are
influenced by LOLP, FOR, peak load, power plant size, and
power plant construction delays. The results obtained from this
testing indicate that delays in power plant construction affect
the GEP. Delays will impact the capacity of power plants and
the number of power plant units in the years affected by the
delays. This influence results in an increase in the reserve
margin, with an average increase of 7.86%. This increase in the
reserve margin is attributed to the addition of new candidate
power plant units in the Sumatra Power System, which act as
compensators for the decrease in power plant capacity caused
by delays in the affected years. However, the increase in the
reserve margin due to construction delays in this power plant
construction issue does not always lead to an increase in the
system’s LCOE. This is because delays prompt the system
to optimize the operation of existing power plants, which
are more cost-efficient than newly constructed ones. In terms
of energy mix, coal energy production increases significantly
compared to production using more expensive fuels such as
liquid natural gas, natural gas, and HSD. This results in
a lower LCOE value when delays occur compared to the
GEP condition in the base case. Moreover, when examining
the reserve margin based on the RUPTL, the RUPTL has

Fig. 7. Generation (GWh) of Energy for Each Primary Energy Source: (a)
LNG; (b) Natural Gas; (c) HSD; (d) Coal

already planned power plant development while considering
construction delays.
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Abstract— The effect of coal price fluctuation may
affect the energy security of power system with high
penetration of coal power plant. Moreover, the net zero
emission trend make the power system utility do the energy
transition to retire the existing coal power plant and to revise
the power system planning. To deal with those problems, a
generation expansion plan is proposed to limit the coal
supply to the coal power plant. The energy conversion
constraint is added to the standard linear model of
generation expansion planning. The percentage of coal
supply limitation is developed as the scenario and compared
to the base case. The proposed method is simulated for 10
years planning horizon in Southern Sulawesi Power System
which has high potential of renewable energy and coal power
plant planning. As the result, the coal supply limitation
requires 13.24% increment of reserve margin. Moreover,
coal supply limitation increase the LCOE 2.23, 2.03 and 1.89
c$/kWh for 30, 25 and 20% coal supply limitation.

Keywords— RES Penetration, Coal Supply Limitation,
GEP, LCOE, Fuel Offtake, Reserve Margin

I. INTRODUCTION
Electricity demand has steadily increased every year

as societies continue to grow and modernize. With the
rapid advancement of technology, the widespread use of
electronic devices, and the rise of industrial activities, the
need for electrical power has become more crucial than
ever before [1] . In response to the global climate crisis
and the urgent need to mitigate carbon emissions, many
countries, including Indonesia, have set ambitious targets
for achieving Net Zero Emissions (NZE) by 2060 [2]. The
continuous increase in CO2 emissions, partly originating
from the energy sector, led to the establishment of the
Kyoto Protocol in 2005 and the Paris Agreement in 2015.
Based on these agreements, the global community agreed
to limit the annual temperature rise to less than 2 degrees
Celsius [3] . Currently, Indonesian electricity depends on
thermal power plants such as coal power plant (CPP), gas
power plant (GPP), combined cycle power plant (CCPP),
gas machine power plant (GMPP) and diesel power plant
(DPP). Moreover, some hydro power plants (HPP)
contribute to the energy mix for some power systems.

Wind power plant (WPP) was initially installed in
Southern Sulawesi Systems (SSS). The first installation
was 75 MWp in Sidrap, and the next Tolo at 50 MWp [4].

In order to manage the demand growth, engaging in
generation expansion planning (GEP) to establish power
generation facilities is crucial [5]. The GEP is purposed to
be optimized based on the least cost optimization with
technical, social and environmental constraints [6] . The
environmental consideration of power system planning in
SSS has been presented in [7]–[9] . Reference [9]
considers intermittent renewable energy in SSS will
increase the reserve margin from an average of 42.57% to
65.3%. Reference [10] The intermittent RES integration is
still technically safe based on the power system analysis
even if the generation cost was higher. However, the GEP
should be technically safe by subjecting the analytic
reliability constraint in the optimization process. In this
research, the reliability constraint used is loss of load
expectation (LOLE) 1day/year [4], [11] . However, the
utility company still uses the determinative percentage to
fulfill the reliability index [12] . For example, the reserve
margin should be above a certain value i.e. >30% as in
some Indonesian cases.

The prices of primary energy sources such as coal
and gas in the international market fluctuated following
the world politics, economic and environmental issue.
Indonesia, being the fourth-largest coal producer in the
world in 2019 [13] , has led domestic coal producers to
prefer selling their coal in the international market rather
than within Indonesia itself [14]. Indonesia has previously
experienced an energy supply crisis, specifically with coal,
resulting in a coal supply shortage of less than 20 days of
power plant operation (DPO) [4], [15] . This crisis
occurred from August 2021 to January 2022 [16] . The
dynamic coal prices in the international market were the
main causes [17]. To prevent such an event from recurring,
GEP was implemented, considering the availability of
primary energy supply and in line with the NZE target.
RES were identified as potential generating unit candidate
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electronic devices, and the rise of industrial activities, the
need for electrical power has become more crucial than
ever before [1] . In response to the global climate crisis
and the urgent need to mitigate carbon emissions, many
countries, including Indonesia, have set ambitious targets
for achieving Net Zero Emissions (NZE) by 2060 [2]. The
continuous increase in CO2 emissions, partly originating
from the energy sector, led to the establishment of the
Kyoto Protocol in 2005 and the Paris Agreement in 2015.
Based on these agreements, the global community agreed
to limit the annual temperature rise to less than 2 degrees
Celsius [3] . Currently, Indonesian electricity depends on
thermal power plants such as coal power plant (CPP), gas
power plant (GPP), combined cycle power plant (CCPP),
gas machine power plant (GMPP) and diesel power plant
(DPP). Moreover, some hydro power plants (HPP)
contribute to the energy mix for some power systems.

Wind power plant (WPP) was initially installed in
Southern Sulawesi Systems (SSS). The first installation
was 75 MWp in Sidrap, and the next Tolo at 50 MWp [4].

In order to manage the demand growth, engaging in
generation expansion planning (GEP) to establish power
generation facilities is crucial [5]. The GEP is purposed to
be optimized based on the least cost optimization with
technical, social and environmental constraints [6] . The
environmental consideration of power system planning in
SSS has been presented in [7]–[9] . Reference [9]
considers intermittent renewable energy in SSS will
increase the reserve margin from an average of 42.57% to
65.3%. Reference [10] The intermittent RES integration is
still technically safe based on the power system analysis
even if the generation cost was higher. However, the GEP
should be technically safe by subjecting the analytic
reliability constraint in the optimization process. In this
research, the reliability constraint used is loss of load
expectation (LOLE) 1day/year [4], [11] . However, the
utility company still uses the determinative percentage to
fulfill the reliability index [12] . For example, the reserve
margin should be above a certain value i.e. >30% as in
some Indonesian cases.

The prices of primary energy sources such as coal
and gas in the international market fluctuated following
the world politics, economic and environmental issue.
Indonesia, being the fourth-largest coal producer in the
world in 2019 [13] , has led domestic coal producers to
prefer selling their coal in the international market rather
than within Indonesia itself [14]. Indonesia has previously
experienced an energy supply crisis, specifically with coal,
resulting in a coal supply shortage of less than 20 days of
power plant operation (DPO) [4], [15] . This crisis
occurred from August 2021 to January 2022 [16] . The
dynamic coal prices in the international market were the
main causes [17]. To prevent such an event from recurring,
GEP was implemented, considering the availability of
primary energy supply and in line with the NZE target.
RES were identified as potential generating unit candidate
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options to address the limitations of coal supply in the
SSS. Sensitivity analysis was conducted considering
different coal supply limitation scenarios of 30%, 25%,
and 20%, to observe their effects on the system reliability
index and total generation cost. Furthermore, the target of
achieving Net Zero Emissions (NZE) by 2060 necessitates
an increase in the penetration of Renewable Energy
Sources (RES) to ensure the successful accomplishment
of the energy transition goal.

II. PLANNING OF COAL SUPPLY AND RES PENETRATION
GENERATING UNIT

A. Generation Optimal Model
GEP is a crucial aspect in ensuring the availability of

electricity supply. The primary objective of long-term
power generation planning is to ensure adequate
electricity supply to meet future demand at the lowest cost,
considering technical and non-technical aspects as
presented in [18], [19]. The common objective function is
to minimize total cost including capital, fixed O&M,
variable O&M and fuel costs. The decision variable of
the optimization is the annual installed capacity and
energy production for every generating unit technology as
presented in [20]. The objective function is presented in (1)
as follows.

 = min r t y DFCy × Cinv
t ×

NCr,t,y + y DFOy × CFO&M
t ×

r t RCr,t,y + y
yy NCr,t,y +

r l f DFOy × t HRt × Cfuel
t +

CVO&M
t × Pr,t,y − r t y DFSy × SVr,t,y

(1)

Equation (1) present the objective function of GEP is
to minimize the total cost consisting of investment cost,
fixed O&M cost, fuel cost and variable O&M cost. The
constraints related to energy sufficiency, reserve margin
and renewable energy target are presented in (2 – 4)

t
Pr,t,y + USEy = Dy (2)

t
RCr,t,y +

y

yy
NCr,t,y ≥ PLr,y + RMr,y (3)

PREr,y ≥ RETy × Pr,t,y (4)

Equation (2) is a constraint for energy balance,
which states that the total energy generated and the energy
unserved must equal the electricity demand in each power
system. Equation (3) indicates that the installed capacity
should be greater than the peak load and reserve margin.

Equation (4) represents the limit on the use of
renewable energy sources as power generation, where the
value should be greater than the RES target multiplied by
the amount of energy generated.

Constraint of reliability index related to loss of load
probability (LOLP) system represent ini (5). LOLP must
less than 0.274% or equal to LOLE less than 1 day.

LOLP =
i=i

n

Pi ∙ ti

LOLP < 0,274%

(5)

The nomenclature used in modeling the objective
function and constraints is as follows.
NCr,t,y : new capacity Cinv

t : capital cost

P r,l,t,y : production CFO&M
t :

fixed operation
and maintenance
cost

y : year Cfuel
t : fuel cost

r : region CVO&M
t :

variable
operation and
maintenance cost

f : fuel SVr,t,y : salvage value

t : technology RCr,t,y : residual capacity

l : timeslice YSy,l : year split

DFCy : discount factor for
capital investment HRt : heat rate

DFOy :
discount factor for
fixed cost and
variable cost

OLr,t : operational life

DFSy : discount factor for
salvage value  : demand

USEy : unserved energy RETy : renewable
energy target

PLr,y : peak load PREr,y :
production by
renewable
energy

RMr,y : reserve margin  : individual
probability

B. Wind and Hydro Modelling
RES modeling is based on capacity factor of a power

plant. If capacity factor RES power plant is high, it will
increases production [15]. in SSS HPP unit has a reservoir
so capacity factor modeling will impact the production of
HPP on the other hand wind is variable renewable energy
(VRE) it make capacity factor of WPP depends on wind
profile of each system.

Pr,t,y = CFt × 8760 × (RCr,t,y + NCr,t,y) (6)

Equation (6) represents if each RES power plant's
capacity factor will impact the RES power plant's
production generation.

C. Fuel Offtake Primary Energy Resources
Fuel offtake is total fuel consumed by a generator

using the fuel either for generation or starting [21] . Fuel
offtake will impact heat rate of generator. When the fuel
offtake decreases, it will lower the capacity factor value of
the power plant, resulting in a decrease in its production
as well.

Pr,t,y ≤ FOTf,t × Avg HRt (7)

FOTf,t : fuel limitation

Avg HRt : average heat rate
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Equation (7) is a constraint for production should be
less than fuel offtake of primary energy resources
multiplied by average heat rate of power plant.

D. Levelized Cost of Energy
The levelized cost of energy (LCOE) represents the

expense of producing energy within a specific system [22].
It is an economic assessment of the cost of energy over
the power plant life time, which comprise capital
expenditures, fixed costs, variable operational and
maintenance expenses, as well as fuel costs. These are
then used to compute yearly costs across the planning
period, factoring in discount rates to ascertain the net
present value (NPV) [23].

LCOE =
(Cinv

t × CRF+ CFO&M
t )

8760 × CFt + Cfuel
t × HRt + CVO&M

t (9)

CRF =
i × (1+ i)n

(1+ i)n − 1 (10)

CRF : capital recovery factor

i : discount rate

n : operational life

Equation (9) represents cost of generating energy.
Capital recovery factor (CRF) determines net present
value (10).

III. METHODOLOGY

In this paper used Southern Sulawesi System (SSS)
for real case system. In 2021 the peak load of SSS was
1,592 MW with a generation capacity of 10,277 GWh and
total installed capacity 2,358 MW. Reserve margin in
2021 was 48.15%. Table I shows existing demand and
peak load in SSS during 2021 – 2030. Demand continues
to grow, reaching 17,763 GWh by 2030, accompanied by
an ongoing increase in peak load, reaches 2,761 MW in
2030. Installed capacity 2,358.61 MW in 2021 continue to
grow 3,720 MW by 2030. Fig. 1 shows mixed energies of
SSS was dominated by coal 48.4% and 43.5% of RES.

Fig. 2 describes demand and wind profile of SSS in
2021. Several factors contribute to increased demand on
the SSS, including load expansion, industrial area growth,
and the establishment of nickel smelting industries.
Demand profile for planning horizon 2022 – 2030 was
derived by forecasting using the 2021 load profile,
projected growth in electricity consumption, and planned
construction of industries on the SSS.

Table II present techno-economy of existing power
plant on SSS such as range of capacity factor, type of fuel
and fuel cost of each power plant. Table III represent RES
candidate power plant to be built. Since most of the HPP
unit has a reservoir, the HPP is considered as a
dispatchable unit. Since CPP is not a dispatchable unit and
need data requirement of wind profile.

Fig. 3 is a flowchart that describes GEP considering
fuel offtake of primary resources in that case coal
resources is limited. There are two scenarios of GEP. First
is GEP Base Case based on existing planning. Second is
GEP with fuel offtake limitation and VRE penetration.
Sensitivity analysis is used when coal resources are only
available 70%, 75% and 80% of coal ordinary reserve.

The additional capacity to replace the deficiency would be
selected from WPP and HPP.

The calculation is simulated using the MILP
formulation. Both scenarios' energy mix and levelized cost
of electricity (LCOE) are calculated. After that, the impact
of fuel offtake of coal limitation in SSS for each year in
planning horizon and their sensitivity are calculated.
Finally, the existing traditional reserve margin method is
evaluated by comparing the LOLE, reserve margin and
LCOE from 2021 to 2030.

TABLE I PEAK LOAD AND DEMAND EXISTING OF SSS [4]

Data 2021 2030

Peak Load (MW) 1,592.00 2,761.00

Demand (GWh) 10,277.00 17,763.83

Installed Capacity (MW) 2,358.61 3,720.05

Fig. 1. Mixed Energies Existing of SSS [4]

Fig. 2. Demand and Wind Profile SSS in 2021

TABLE II TECHNO-ECONOMY EXISTING POWER PLANT SSS [24]

Type GEN

Range
of Cap
Factor
(%)

FOR
(%)

Fuel
Type Cost of Fuel

Biomass 50 – 80 7 Biomass 0.1341 $/kg

CCPP 25 – 80 5 LNG 16.28 $/MMBTU

CPP 50 – 75 3 Coal 65 $/Ton

DPP 20 – 50 7 HSD 0.5 $/Liter
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Equation (7) is a constraint for production should be
less than fuel offtake of primary energy resources
multiplied by average heat rate of power plant.

D. Levelized Cost of Energy
The levelized cost of energy (LCOE) represents the

expense of producing energy within a specific system [22].
It is an economic assessment of the cost of energy over
the power plant life time, which comprise capital
expenditures, fixed costs, variable operational and
maintenance expenses, as well as fuel costs. These are
then used to compute yearly costs across the planning
period, factoring in discount rates to ascertain the net
present value (NPV) [23].

LCOE =
(Cinv

t × CRF+ CFO&M
t )

8760 × CFt + Cfuel
t × HRt + CVO&M

t (9)

CRF =
i × (1+ i)n

(1+ i)n − 1 (10)

CRF : capital recovery factor

i : discount rate

n : operational life

Equation (9) represents cost of generating energy.
Capital recovery factor (CRF) determines net present
value (10).

III. METHODOLOGY

In this paper used Southern Sulawesi System (SSS)
for real case system. In 2021 the peak load of SSS was
1,592 MW with a generation capacity of 10,277 GWh and
total installed capacity 2,358 MW. Reserve margin in
2021 was 48.15%. Table I shows existing demand and
peak load in SSS during 2021 – 2030. Demand continues
to grow, reaching 17,763 GWh by 2030, accompanied by
an ongoing increase in peak load, reaches 2,761 MW in
2030. Installed capacity 2,358.61 MW in 2021 continue to
grow 3,720 MW by 2030. Fig. 1 shows mixed energies of
SSS was dominated by coal 48.4% and 43.5% of RES.

Fig. 2 describes demand and wind profile of SSS in
2021. Several factors contribute to increased demand on
the SSS, including load expansion, industrial area growth,
and the establishment of nickel smelting industries.
Demand profile for planning horizon 2022 – 2030 was
derived by forecasting using the 2021 load profile,
projected growth in electricity consumption, and planned
construction of industries on the SSS.

Table II present techno-economy of existing power
plant on SSS such as range of capacity factor, type of fuel
and fuel cost of each power plant. Table III represent RES
candidate power plant to be built. Since most of the HPP
unit has a reservoir, the HPP is considered as a
dispatchable unit. Since CPP is not a dispatchable unit and
need data requirement of wind profile.

Fig. 3 is a flowchart that describes GEP considering
fuel offtake of primary resources in that case coal
resources is limited. There are two scenarios of GEP. First
is GEP Base Case based on existing planning. Second is
GEP with fuel offtake limitation and VRE penetration.
Sensitivity analysis is used when coal resources are only
available 70%, 75% and 80% of coal ordinary reserve.

The additional capacity to replace the deficiency would be
selected from WPP and HPP.

The calculation is simulated using the MILP
formulation. Both scenarios' energy mix and levelized cost
of electricity (LCOE) are calculated. After that, the impact
of fuel offtake of coal limitation in SSS for each year in
planning horizon and their sensitivity are calculated.
Finally, the existing traditional reserve margin method is
evaluated by comparing the LOLE, reserve margin and
LCOE from 2021 to 2030.

TABLE I PEAK LOAD AND DEMAND EXISTING OF SSS [4]

Data 2021 2030

Peak Load (MW) 1,592.00 2,761.00

Demand (GWh) 10,277.00 17,763.83

Installed Capacity (MW) 2,358.61 3,720.05

Fig. 1. Mixed Energies Existing of SSS [4]

Fig. 2. Demand and Wind Profile SSS in 2021

TABLE II TECHNO-ECONOMY EXISTING POWER PLANT SSS [24]

Type GEN

Range
of Cap
Factor
(%)

FOR
(%)

Fuel
Type Cost of Fuel

Biomass 50 – 80 7 Biomass 0.1341 $/kg

CCPP 25 – 80 5 LNG 16.28 $/MMBTU

CPP 50 – 75 3 Coal 65 $/Ton

DPP 20 – 50 7 HSD 0.5 $/Liter

Type GEN

Range
of Cap
Factor
(%)

FOR
(%)

Fuel
Type Cost of Fuel

GPP 20 – 80 2 LNG 16.28 $/MMBTU

GMPP 20 – 60 2 LNG 16.28 $/MMBTU

HPP 50 – 80 4 - -

WPP Profile 2.5 - -

Fig. 3. Fuel Offtake Coal Resources and RES Penetration Over
the Planning Procedure

TABLE III RES CANDIDATE FOR RES PENETRATION [24]

No Type Minimum Capacity
(MW)

Capacity
Factor (%)

FOR
(%)

1 Hydro 200 50 4

2 Wind 60 Wind Profile 2.5

IV. RESULT AND DISCUSSION

Indonesia has previously experienced an energy
supply crisis, specifically with coal, resulting in a coal
supply shortage of less than 20 days of power plant

operation (DPO) [4] . This crisis occurred from August
2021 to January 2022 [16]. The dynamic coal prices in the
international market were the main causes[17]. To prevent
such an event from recurring, GEP was implemented,
considering the availability of primary energy supply and
in line with the NZE target. RES were identified as
potential power generation candidate options to address
the limitations of coal supply in the SSS. Sensitivity
analysis was conducted considering different coal supply
limitation 30%, 25% and 0%, to observe their effects on
the system reliability index and total generation cost.

Fig. 4. Total Capacity Base Case Scenario

Fig. 5. Energy Mixed of Base Case Scenario

A. Base Case
Base case scenario was executed only based on the

least cost optimization without coal supply limitation and
RES penetration. Base Case scenario results the
combination of power plant represent in Fig. 4. Total
capacity during planning horizon 2021 - 2030 increase
due to demand growth in SSS. The energy mix represent
in Fig. 5 was dominated by coal 48.7% and 42.2%
renewable energy. Hydro portion in renewable energy has
39.7% and for wind 1.8%. LCOE annual for SSS in Base
Case scenario has 7.85 c$/kWh.

B. Coal Supply Limitation
GEP considered coal offtake and RES penetration

was simulated to see the impact of dynamic price or
supply chain problems in primary energy resources of
power plant. Fig. 6 represent sensitivity analysis of coal
offtake limitation compared with Base Case scenario. In
this scenario coal supply limitation 30%, 25% and 20% so,
coal resources are only available 70%, 75% and 80% from
coal ordinary reserve.
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Reliability index is presented in Fig. 7 and Fig. 8.
Fig. 7 represent reserve margin GEP considering coal
limitation and RES. Reserve margin increases by 13.24%
for scenario coal supply limitation 30%, 25% and 20%
compared to Base Case scenarios. In 2025 reserve margin
increases more than Base Case comes from additional
HPP 2 x 200 MW and WPP 1 x 60 MW. LOLE for GEP
using coal offtake limitation less than Base Case scenario
represent in Fig. 8. Energy mixed for sensitivity analysis
compared to Base Case scenario represent in Table IV.
After adding the scenario coal limitation, the mix energies
are different from Base Case. In the Base Case scenario,
coal dominates with a share of 48.69% of the energy mix,
while in the scenario of coal limitation and RES
penetration, the proportion of coal decreases by 13.18%.
This decrease is due to limited coal supply. Hydro
becomes the dominant energy source with an increase of
6%, and wind energy increases by 3.95%. Gas shows an
increase of 2.54% due to the influence of coal limitation,
which leads to a decrease in the capacity factor of CPP.
As a result, the capacity factor for CCPP, GPP, and
GMPP increases. These changes of capacity factor will
affect the energy production of these power plants, as
represented in (8).

Economic evaluation of Base Case scenario and coal
limitation scenario represent in Table V. For coal supply
limitation 30% has a highest LCOE compared to Base
Case with an increases by 2.23 c$/kWh, for coal supply
limitation 25% icreases by 2.03 c$/kWh and for coal
supply limitation 20% increases by 1.89 c$/kWh. LCOE
in scenario coal offtake limitation higher than Base Case
scenario because of capacity factor of CPP lower than
usual and RES penetration.

Fig. 9 shows production of CPP, CCPP, GPP, GMPP
and WPP in 2025 when capacity factor of CPP decreases
capital cost and fixed cost of CPP still constant, otherwise
the production of CPP will decrease and it will affected
capacity factor other power plant like CCPP, GPP, GMPP
increases so LCOE will be increase. In 2025 RES
penetratrion of HPP and WPP as presented in Table VI.
RES penetration of HPP and WPP will increase LCOE.

Fig. 6. Coal Limitation of Both Scenarios

Fig. 7. Reserve Margin of Both Scenarios

Fig. 8. LOLE Both of Scenarios

TABLE IV ENERGY MIXED OF BOTH SCENARIOS

Energy
Base
Case
(%)

Coal
Supply

Limitation
20% (%)

Coal
Supply

Limitation
25% (%)

Coal
Supply

Limitation
30% (%)

Hydro 39.73 45.71 45.71 45.73

Coal 48.69 36.91 35.79 33.84
LNG 6.79 8.36 9.06 10.58

Wind 1.77 5.72 5.72 5.72

HSD 2.33 2.94 3.33 3.57

Biomass 0.70 0.36 0.39 0.56

TABLE V LCOE ANNUAL OF BOTH SCENARIOS

LCOE
Annual
(c$/kWh)

Base
Case

Coal Supply
Limitation

20%

Coal Supply
Limitation

25%

Coal
Supply

Limitation
30%

7.85 9.74 9.88 10.08
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Reliability index is presented in Fig. 7 and Fig. 8.
Fig. 7 represent reserve margin GEP considering coal
limitation and RES. Reserve margin increases by 13.24%
for scenario coal supply limitation 30%, 25% and 20%
compared to Base Case scenarios. In 2025 reserve margin
increases more than Base Case comes from additional
HPP 2 x 200 MW and WPP 1 x 60 MW. LOLE for GEP
using coal offtake limitation less than Base Case scenario
represent in Fig. 8. Energy mixed for sensitivity analysis
compared to Base Case scenario represent in Table IV.
After adding the scenario coal limitation, the mix energies
are different from Base Case. In the Base Case scenario,
coal dominates with a share of 48.69% of the energy mix,
while in the scenario of coal limitation and RES
penetration, the proportion of coal decreases by 13.18%.
This decrease is due to limited coal supply. Hydro
becomes the dominant energy source with an increase of
6%, and wind energy increases by 3.95%. Gas shows an
increase of 2.54% due to the influence of coal limitation,
which leads to a decrease in the capacity factor of CPP.
As a result, the capacity factor for CCPP, GPP, and
GMPP increases. These changes of capacity factor will
affect the energy production of these power plants, as
represented in (8).

Economic evaluation of Base Case scenario and coal
limitation scenario represent in Table V. For coal supply
limitation 30% has a highest LCOE compared to Base
Case with an increases by 2.23 c$/kWh, for coal supply
limitation 25% icreases by 2.03 c$/kWh and for coal
supply limitation 20% increases by 1.89 c$/kWh. LCOE
in scenario coal offtake limitation higher than Base Case
scenario because of capacity factor of CPP lower than
usual and RES penetration.

Fig. 9 shows production of CPP, CCPP, GPP, GMPP
and WPP in 2025 when capacity factor of CPP decreases
capital cost and fixed cost of CPP still constant, otherwise
the production of CPP will decrease and it will affected
capacity factor other power plant like CCPP, GPP, GMPP
increases so LCOE will be increase. In 2025 RES
penetratrion of HPP and WPP as presented in Table VI.
RES penetration of HPP and WPP will increase LCOE.

Fig. 6. Coal Limitation of Both Scenarios

Fig. 7. Reserve Margin of Both Scenarios

Fig. 8. LOLE Both of Scenarios

TABLE IV ENERGY MIXED OF BOTH SCENARIOS

Energy
Base
Case
(%)

Coal
Supply

Limitation
20% (%)

Coal
Supply

Limitation
25% (%)

Coal
Supply

Limitation
30% (%)

Hydro 39.73 45.71 45.71 45.73

Coal 48.69 36.91 35.79 33.84
LNG 6.79 8.36 9.06 10.58

Wind 1.77 5.72 5.72 5.72

HSD 2.33 2.94 3.33 3.57

Biomass 0.70 0.36 0.39 0.56

TABLE V LCOE ANNUAL OF BOTH SCENARIOS

LCOE
Annual
(c$/kWh)

Base
Case

Coal Supply
Limitation

20%

Coal Supply
Limitation

25%

Coal
Supply

Limitation
30%

7.85 9.74 9.88 10.08

Fig. 9. Production of Coal LNG and Wind Both Scenarios in 2025

TABLE VI TOTAL CAPACITY IN 2025 BOTH SCENARIOS

Gen Type
Base
Case
(MW)

Coal
Supply

Limitation
20% (MW)

Coal
Supply

Limitation
25% (MW)

Coal
Supply

Limitation
30% (MW)

HPP 1014 1413.96 1413.96 1413.96

CPP 1090 1090 1090 1090

DPP 229.69 229.69 229.69 229.69

WPP 190 910 910 910

CCPP 200 200 200 200

GMPP 100 100 100 100

GPP 20.1 20.1 20.1 20.1

MHPP 69.8 69.8 69.8 69.8

BiomassPP 20 20 20 20

V. CONCLUSION
This paper discusses the effect of impact primary

energy resources limitation in this SSS case used coal
limitation. In line with NZE target in 2060 RES
penetration is also considered. Coal limitation will affect
the reliability index. To overcome the reliability index
requires additional of HPP 2 x 200 MW and WPP 1 x 60
MW in 2025. With sensitivity scenarios analysis coal
supply limitation 30%, 25% and 20% so coal resources
are only available 70%, 75% and 80% from coal ordinary
reserve. Compared to Base Case scenario reserve margin
increases by 13.24%. moreover it will increase LCOE
system for coal supply limitation 30% has a highest
LCOE compared to Base Case with an increases by 2.23
c$/kWh, for coal supply limitation 25% icreases by 2.03
c$/kWh and for coal supply limitation 20% increases by
1.89 c$/kWh.
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Analysis of Renewable Energy Project Delays on 
The Indonesia’s Energy Transition Process, Case 

Study: Java Bali System  

 

Abstract— In order to reduce greenhouse gas emissions, 
all countries, including Indonesia, are trying to utilize 
clean energy in their energy supply. To be able to realize 
the use of clean energy and reduce the effect of 
greenhouse gases, Indonesia has decided to accelerate the 
energy transition so that it can achieve NZE by 2060. The 
problem that is often encountered in power generation 
projects is delays in power generation projects, which 
have not been considered in the current power plant 
planning. Based on this, this paper will conduct a study 
by considering aspects of the success and delay ratio of a 
power plant project in planning. By considering these 
aspects, plant planning will be carried out using the MILP 
method and then the influence of the delay and success 
ratio will be analyzed on the renewable energy mix, 
LCOE, and the plants that will replace it. Based on the 
results obtained, The extent of the delay in capacity refers 
to the success ratio, delays, and achievements of the power 
plant projects. Delayed VRE PP up to 2 GW, and based 
on the results, it was found that these generators would be 
substituted with Gas Machines up to 2000 MW. This 
affects the LCOE of the system, increasing it from 9.77 
c$/kWh to up to 8 c$/kWh. This LCOE calculation does 
not yet account for the unavailability of LNG, which 
would lead the Gas Machine to utilize more expensive 
HSD (High-Speed Diesel), potentially causing a further 
increase in the LCOE. 

Keywords— Renewable energy, generation expantion 
planning, energy transition, project delays, LCOE 

I. INTRODUCTION 
Currently, the issue of global warming is a matter of 

concern to all countries in the world, including Indonesia. 
Various efforts have been made to reduce CO2 emissions and 
greenhouse gases (GHG). Indonesia is committed to 
implementing the Paris Agreement through [1].  

Indonesia has made several efforts, one of them is 
accelerating the energy transition, especially in the electricity 
sector. Based on [2], Indonesia is targeting an increase in its 
renewable energy mix of 23% in 2025 and 31% in 2050. The 
Indonesian government's efforts to increase the utilization of 
clean energy. Based on [3], renewable energy generation 
capacity has reached 12.72%. 

Generation expansion planning with consider the 
renewable energy has been done in various country, such as 
USA [4], Ireland [5], France [6], China [7]–[9],  Brazil [10], 
Portugal [11], Egypt [12], Pakistan [13], Oman [14], South 
Africa [15], Bangladesh [16], Malaysia [17] and Indonesia 
[18]–[22] have considered the environmentally friendly 
resource or RES in their GEP model. Based on these studies, 
considering VRE can lead to increasing or decreasing the 
total generation cost.  

A statistical residual load duration curve (S-RLDC), a 
technique to simplify the duration curve load method, was 
used to model the load for GEP in China [9]. The S-RLDC 
modelled the generation of renewable energy as a negative 
load. In [10], a GEP using multiple objective functions 
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considering renewable energy was successfully conducted. In 
the study, the use of non-hydro renewable energy in the 
Brazilian power system could be increased. Another study 
included external costs of environmental impacts on GEP in 
China to accommodate the entry of intermittent power plants 
[7]. 

In addition, several studies on GEP have considered 
Indonesia's high share of RES, including dispatchable and 
variables RES (VREs). For example, research [22] 
incorporates high share VREs of wind in GEP, while research 
[23] considers the emission factor among the VREs factor. 
Moreover, the potential of local energy sources has also been 
studied in [24], which analyzes utilizing biomass in eastern 
Indonesia. Furthermore, research [25] modelled a GEP on 
isolated systems, considering local energy sources and the 
interconnections between systems. 

However, based on historical data from [3], the success 
rasio in a power plant project is not always as expected. Based 
on the data that has been processed, the success rate of the 
hydro power plant (hydro PP) project is 75%, mini hydro 
power plant (mini hydro PP) 2x%, and PV power plant (PP) 
0% for the Java Bali system until 2021. Delays and success 
of a project can be caused by several factors, such as legal 
aspects, land acquisition, power purchase agreements, or 
even failures in the construction process. 

Currently, plant planning taking into account aspects of 
success or delay in Indonesia has not been carried out. In 
planning [18], [20], [22], [23], [26], [27], the GEP still does 
not consider these aspects. Because of this, a study is needed 
that considers the ratio of success and also delays in plant 
planning. 

In this paper, we will discuss the influence of delay and 
success ratios on plant planning. The contribution of this 
paper is that it can provide an overview of the impacts and 
mitigation that need to be carried out if power plant 
development planning takes these two aspects into 
consideration. 

The rest of the paper is as follows: Section II will discuss 
the objective function and constraints in the GEP. Section III 
describes the methodology of the research to be carried out. 
Section IV discusses the results of the research. Finally, 
section V presents the conclusions from the results of this 
research.  

II. GENERATION EXPANSION PLANNING 

A. Objective Function 
In this paper, consider the objective function as in (1). This 

aims to obtain the optimal combination of generators to meet 
the supply of electricity by considering several aspects such 
as delays. The objective function is to minimize the 
discounted generation costs while adhering to certain 
constraints [21]–[23], [25]. The calculation of GEP is based 
on the total fixed cost, variable operating and maintenance 
cost, and fuel cost. The total fixed cost consists of the total 
annualized investment and fixed operating and maintenance 
costs as in (2)-(10).  

min Cost = CFixtotal+ CVO&Mtotal  + CFueltotal (1)  CFixtotal=  CAnnualtotal + CFO&Mtotal  (2) 

CAnnualtotal =CInvtotal× (1-Tax)× NAFEcoLifeRAF  (3) 

CInvtotal =   DFy×Cinv
g ×1000×Pmax

g NBg
y

gy
 (4) 

CFO&Mtotal =   DFy×[CFO&Mg ×Pmaxg (Ng+  NBgi )]i≤ygy  (5) 

CVO&M
total =   DFt∈y×Lt×(CVO&M

g ×Gg
t )

gt
 (6) 

CFuel
total =   DFt∈y×Lt×(Heat Rate × Cfuel

g ×Gg
t )

gt
  (7) 

DF=
1(1+D)y (8) 

NAF = 1 − (1 +  +  ) +    (9) 

RAF = 1 − (1 + )  (10) 

With, CFixtotal      : Total fixed cost ($/kW/yr) CAnnualtotal  : Total annualized build cost ($/kW/yr) CInvtotal : Total build cost ($/kW) CFO&Mtotal  : Total fixed O&M cost ($/kW/yr) 
CVO&M

total  : Total var O&M cost ($/MWh/yr) 
CFuel

total : Total fuel cost ($/MWh) 
DFy : Discount factor 
D : Discounted Rate (%) 
Pmax

g  : Generator max capacity (MW) 
NBg

y : Number of generator  
Gg

t  : Generation of generator g in t period 
(MWh) 

Cinv
g  : Build cost of generator g ($/kW) CFO&Mg  : FO&M cost generator g ($/kW/yr) 

CVO&M
g  : VO&M cost generator g ($/MWh/yr) 

Cfuel
g  : Fuel cost generator g ($/MWh/yr) 

B. Constraints 
During the optimization process, several constraints are 

taken into consideration. The power balance constraint 
ensures that the total generation during a specific period must 
meet or exceed the load demand at that time, as depicted in 
equation (11). Additionally, the total generation is limited by 
the available installed generating capacity, as stated in 
equation (12). The number of new power plants constructed 
cannot surpass the maximum potential, as outlined in 
equation (13). However, the total installed capacity must be 
adequate to meet the yearly peak load plus a reserve margin 
specified in equation (14). 

With, 

 


 ≥ , ∀ (11) 

 ≤   +  


,  , ∀,  (12) 

 


, ≤  , ∀ (13) 

   +  


, 
 ≥ (1 + ), ∀ (14) 
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 : Demand in t period (MWh)   : Max Number of generator g that can be 
built  : Peak load (MW)  : Reserve margin (%) 

III. METHODOLOGY 
The process of the research is illustrated in Fig 1. 

Information required for this research includes predicted 
energy demand and peak load for the planning period, 
potential power plant and primary energy resources. Annual 
energy demand and peak load as illustrated in Fig 2. The 
information on the potential power plant options includes 
plant size, heat rate, maintenance rate, forced outage rate, 
lifetime, investment cost, and operating costs, which are 
presented in Table I [28], [29].  

The study in this paper uses the Java Bali system as a 
system test, which is the largest electricity system in 
Indonesia. In this paper, a comparison of GEP results from 
normal conditions with a delay scenario is carried out. The 

 
Fig. 1. The Generation Expansion Planning Workflow 

Start

Input Data

Calculating Power Plant Success Ratio 
and Delay Ratio for Jawa Bali System

Jawa Bali Base Case GEP Optimization

Determine Delayed Power 
Plant Project for 1 year 
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delayed Scenario

Determine Delayed Power 
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GEP Optimization for Each 
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Optimal power plant 
capacity combination

Energy Mix and LCOE Calc

End

TABLE I. POWER PLANT CANDIDATE DATA [28],[29] 

Type 
Heat 
Rate 

(GJ/MWh) 
Maintenance  

Rate (%) 
FOR 
(%) 

Technical 
Lifetime 
(years) 

Investment Cost 
($/kWe) 

Fixed O&M Cost 
($/kWe/y) 

Variable O&M Cost 
($/MWh) 

Gas 8.37 2.88 3 25 800 18 1 

Hydro  - 11.51 4 50 2,000 6.6 1 

Biomass  9 11.51 7 25 1,700 47.6 3 

Wind - 0.31 3 27 1,500 39.55 0.8 

Solar  - 5 5 25 790 24.7 0.4 

Coal 9 11.51 7 30 1,650 45.3 0.13 

Geothermal 4.32 7.67 10 30 4,000 65 0.37 

TABLE II. EXISTING POWER PLANT DATA (IN MW) 
Existing Gen 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

Hydro PP 2,615 2,615 2,615 2,615 2,615 2,615 2,615 2,615 2,615 2,615 

Mini Hdro PP 150 150 150 150 150 150 150 150 150 150 

Geothermal PP 1225 1225 1225 1225 1225 1225 1225 1225 1225 1225 

Gas PP 1,467 1,467 1,467 1,467 1,467 1,467 1,467 1,467 1,467 1,467 

CCGT 9,477 8,014 6,929 6,929 6,929 6,929 6,929 6,929 6,929 6,929 

Gas Machine 182 182 182 182 182 182 182 182 182 182 

Diesel 152 152 152 152 152 152 152 152 152 152 

Coal 22,479 22,479 22,479 22,479 22,479 22,479 22,479 22,479 22,479 22,479 

Coal with HSD 927 927 927 927 927 927 927 927 927 0 

Biomass 5 5 5 5 5 5 5 5 5 5 

Waste 15 15 15 15 15 15 15 15 15 15 

Excess 3 3 3 3 3 3 3 3 3 3 

 

 
Fig. 2. Java Bali System Demand and Peak Load 
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delay scenario is divided into 3 scenarios, namely 1 year 
delay, 3 years, and 5 years. The delay is applied to renewable 
energy plants that have a failure ratio, such as PV PP, Wind 
PP, and Geothermal PP. Existing generating capacity data 
can be seen in Table II and the planning power plant in Table 
III. Success ratio and delay ratio data can be seen in Table IV. 

IV. RESULTS AND DISCUSSION 
The addition of power plant capacity, both VRE PP and 

conventional PP, has an impact on energy supply in the Java 
Bali System. This section will present and discuss the impact 
of VRE PP delays on the composition of power plant 
capacity, energy mix, and LCOE.  

A. Impact of Power Plant Project Delay on Capacity 
Composition 

Based on research that has been done, taking into account 
the delays in PV PP 550 MW generators in 2024 and 1240 

MW in 2025, Geothermal PP 330 MW in 2025 and 265 in 
2026, as well as wind PP 160 MW in 2024 and 100 MW in 
2025, resulting in changes to the power plants composition in 
the Java Bali System.  

In the base case scenario, the total generating capacity in 
the Java Bali system in 2030 is 60.41 GW. By considering 
the delay aspect of the power plant construction project, the 
result is that the system will build additional power plants to 
be able to substitute for the power plants shortfall. In this 
research, the power plants that can replace the shortage of 
power plant capacity is assumed to be a gas generator or gas 
machine. The choice of this type of generator considers 
relatively fast supply, both conventional and Mobile Power 
Plant (MPP). The results of plant planning for the base case 

TABLE III. POWER PLANT CANDIDATE 

 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

Hydro PP 110 0 0 0 0 50 0 0 0 0 

Coal PP 4215 924 0 0 1660 1660 0 0 0 0 

Geothermal PP 0 0 130 65 330 265 55 190 75 805 

PV PP 0 145 235 550 1240 110 140 140 140 140 

Waste 9 5 0 35 183 0 0 0 0 0 

Mini Hydro 45 38 144 102 76 12 0 0 0 0 

Wind PP 0 0 0 160 100 0 0 0 0 0 

PS 0 0 0 0 1040 0 0 943 760 1000 

CCGT 2110 1279 200 0 100 0 0 0 0 0 

TABLE IV. DELAY AND SUCCESS RATIO 

Hydro PP Wind PP Biomass 

%SR %DR %F %SR %DR %F %SR %DR %F 

75% 33% 25% 0% 0% 100% 0% 0% 100% 

Geothermal PV PP %SR : Success Ratio 
%DR : Delay Ratio 
%F : Project Failure Percentage %SR %DR %F %SR %DR %F 

19% 33% 81% 0% 0% 100% 

 

 
Fig. 3. Java Bali System Gas Mix Vs RE Mix 
 

TABLE VI. JAVA BALI SYSTEM LCOE 

 Base Case 
Scenario 1-

year 
Delayed 

Scenario 3-
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Delayed 

Scenario 5-
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Delayed 
LCOE 

(c$/kWh) 7.7 7.9 8 8,1 
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TABLE V. POWER PLANT TOTAL CAPACITY 

 Base Case Scenario 1-
year 

Delayed 

Scenario 3-
year 

Delayed 

Scenario 5-
year 

Delayed 
2021 45,186.00 45,186.00 45,186.00 45,186.00 

2022 47,577.00 47,577.00 47,577.00 47,577.00 

2023 48,286.00 48,286.00 48,286.00 48,286.00 

2024 49,197.90 48,487.90 48,487.90 48,487.90 

2025 53,926.90 52,966.90 52,256.90 52,256.90 

2026 56,164.00 57,569.00 55,899.00 55,899.00 

2027 56,218.90 56,483.90 56,928.90 56,218.90 

2028 57,491.90 57,491.90 59,161.90 57,491.90 

2029 58,466.90 59,066.90 59,331.90 59,776.90 

2030 60,411.80 61,311.80 61,611.80 63,281.80 
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scenario and delay scenario will produce a plant composition 
as in Table V.  

To anticipate the delay in the construction of RE power 
plants, as indicated by the research findings, there is a need 
for the substitution of power plants capacity. The results 
show the establishment of up to 1000 MW gas machines in 
the scenario of a 1-year delay and up to 1800 MW gas 
machine in the scenarios of 3 and 5-year delays. These 1000 
MW and 1800 MW gas machines are intended to 
accommodate the delay in RE power plants amounting to 
2645 MW, including PV PP, Geothermal PP, and Wind PP. 
The delay in these power plants results in an increase in the 
installed capacity in the Java Bali system from 60.41 GW to 
up to 63.28 GW.  

B. Energy Mix and LCOE 
Based on the installed capacity, changes in the energy mix 

in the Java Bali system are obtained. This change primarily 
occurs in the RE mix, which experienced construction delays, 
resulting in an increase in the gas energy mix. The results 
indicate a decrease in the RE energy mix when PV PP 
delayed year in 2024, as shown in Fig. 3. This can occur due 
to the delayed PV PP up to 1810 MW. 

With changes in power plants capacity and energy mix, the 
Java Bali electrical system experiences a shift in the LCOE 
of generation. As shown in Table VI, the LCOE will increase 
from the base case of 7.7 c$/kWh to 8.1 c$/kWh in the delay 
scenario. This LCOE does not consider the unavailability of 
LNG, which would lead the Gas Machine to use more 
expensive HSD (High-Speed Diesel), potentially causing a 
further increase in the LCOE. 

V. CONCLUSION 
Based on the research findings, it can be determined that 

delays in power plants project, such as RE PP, can influence 
the capacity planning and the LCOE of the system. This study 
focuses on the delays in RE such as PV PP, Geothermal PP, 
and Wind PP. The extent of the delay in capacity refers to the 
success ratio, delays, and achievements of the power plant 
projects. Delayed VRE PP up to 2 GW, and based on the 
results, it was found that these generators would be 
substituted with Gas Machines up to 2000 MW. This affects 
the LCOE of the system, increasing it from 7.7 c$/kWh to up 
to 8.1 c$/kWh. This LCOE calculation does not yet account 
for the unavailability of LNG, which would lead the Gas 
Machine to utilize more expensive HSD (High-Speed 
Diesel), potentially causing a further increase in the LCOE. 

Moreover, the impact of these delays appears to be 
relatively small, due to the limited utilization of VRE. This 
situation might differ if delays occurred in base load power 
plants such as Coal PP, Hydro PP, and Biomass PP. 
Therefore, further studies are needed to assess the impact of 
base load generators on the energy mix, LCOE, and 
emissions. 
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Abstract— Nowadays, it cannot be denied that social 
media has been in many parts of people’s lives, especially in 
entertainment, business and education. Public figures 
including politicians frequently use social platforms to 
connect with their audience, for example Facebook, 
Instagram, Tiktok and etc. One of the most commonly used is 
a platform called Twitter or also known as X. It is a platform 
that people can share their opinions in short messages. Since 
there is an alphabet limitation, people can deliver and receive 
message rapidly. It is a perfect platform that we could use to 
update the real-time situations for example election, 
emergency alert, natural disasters and etc. According to its 
characteristic, it can be used as a data source for social media 
analytics, which involves collecting and analyzing data to 
perform business decisions. The social media analytics has 
become commonplace because the number of people using 
social media tends to increase every second. Specifically, 
Twitter sentiment analysis offers a quick and inexpensive tool 
for monitoring and predictions. In this work, Twitter is used 
as a data source to monitor and predict Thailand Election in 
2023 because this election highly attracts attention from Thais 
and international. Moreover, Twitter is a significant platform 
that is used to debate about political events in Thailand. The 
result of this election potentially indicates Thailand’s future, 
including economics, public health, environment, 
international relations and etc. Our work performs sentiment 
analysis to categorize the data and mainly focuses on 
extracting sentiment from text without considering semantic 
word relations and co-occurrences because it is appropriate 
and functional for Thai sentence analysis. Based on the result, 
it can be seen that Twitter plays a significant role in politics, 
with politicians wielding considerable influence over public 
perception. Comparing of the actual election result and the 
predicted result, this analysis demonstrates the potential for 
prediction precisely. The candidates with high positive 
sentiments have higher possibility to win the election while 
those with low sentiments has lower possibility. 

Keywords— Analytics, Election, Twitter, Social Media, 
Sentiment Analysis  

I. INTRODUCTION  
Twitter, founded in 2006, is a microblogging platform 

with hundreds of millions of users. Its prominence has 
attracted many politicians, making it a primary platform for 
political discourse. Recent political events, like the 
American election, highlight its influence [1]. Politicians 
leverage their vast Twitter followings to shape public 
perception while users express their political views and 
opinions [2]. 

In the realm of social computing, social network 
analysis is gaining researchers attraction. A key task is 

community detection. A community can be defined as a 
group of users that interact with each other more frequently 
than with those outside the group and are more similar to 
each other than to those outside the group [3]. According to 
[4], Twitter presents three types of connectivity information 
between users: follow, retweet, and user mention. As users 
engage, they form networks based on these interactions.  

We gathered and visualized social media network data. 
An edge signifies a connection between two users who 
tweeted within our sample timeframe. A' follows' edge is 
formed if one user follows another in our dataset. In this 
network, each Twitter user is a 'vertex,' a node or entity with 
attributes and metrics indicating their position in the broader 
network. 

In this work, social sentiment analysis is implemented 
in order to detect community opinions on the candidates of 
Thailand's next prime minister in 2023 and predict the 
results of this election. This technique is used to analyze the 
sentiment of the authors in to focused topics. It has practical 
value in allowing organization to understand public 
sentiment through the dataset obtained from social media. 
The prediction results would assist the organization in 
several aspects including strategic planning, marketing, 
organization development and etc. 

According to the previous publications, the result of 
sentimental analysis relies on several factors, for example, 
data sources, methods, models, and etc. Many publication 
results with suitable parameters indicate that the sentiments 
of social media can be used to determine the actual situation 
[5,6,7]. As for the Thai language, it is complicated to 
categorized the data compared to English because there is 
no separation between words, each word has its own 
meaning and the meaning can be changed by combining it 
with other words. Therefore, for convenience, semantic 
word relations and cooccurrences are not considered in this 
work [8]. The data set used in this publication focuses on 
the opinions on Twitter which is one of the platforms that is 
mostly used in Thailand to express the user’s opinions on 
political events. The Fast-greedy algorithm and fast 
unfolding algorithm are compared to obtain the 
optimization of network partitions before implementing the 
sentimental analysis [9]. 

II. DATASET 
Using the Tweepy package [10] in Python programming 

language, we accessed the Twitter API to gather data based 
on eight candidate keywords from 4th April to 13th May 
2023. From this, we collected 48,781 tweets from 16,496 
unique users. Initially in JSON format, this data was 
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converted to CSV, retaining only essential fields like user-
id, tweet-id, text, created-at. 

Then, we introduced new feature “key” to identify 
which candidate a user mentioned. Additionally, using the 
Twitter Follower API, we compiled a list of followers for 
each user id. From this list, we only retained followers who 
also tweeted about our initial keywords. With this, our 
dataset was complete and ready for processing. 

III. GRAPH DEVELOPMENT 
In our first scenario, we used all available data to 

construct a comprehensive graph of Twitter engagement 
related to the governor election. This approach provided a 
broad view, capturing interactions from regular users to 
influential figures and media outlets. However, the sheer 
volume of data, with 48,781 tweets from 16,496 unique 
users, led to millions of edges. This posed computational 
challenges, and after two days of processing, we had to halt 
due to hardware limitations. Notably, official media 
accounts and a popular Thailand actor-candidate with vast 
followers contributed to the high edge count. 

 

 
Fig. 1. Node-Followers  

Suppose we have a node that has a lot of followers, we 
use these followers to generate edges for the graph. Form 
the Fig. 1, we will generate edges just like Fig. 2. 

 

 
Fig. 2. Edges  

Some nodes that we have consisted of nodes from 
official media accounts which have a huge number of 
followers (> 5000). It will build thousands of edges that 
came from that users. Another fact that one of the 
candidates is a famous Thailand actor who has a lot of 
followers. Our second scenario was an optimized approach, 
focusing on reducing computational strain. Instead of 
considering all followers, we only included those who 
tweeted about the candidates. This significantly reduced the 
edge count, allowing for smoother and faster processing. 
The detail is depicted Fig. 3. 

 
Fig. 3. Node Reduction 

The resulting graph will undergo further analysis, 
including community detection, to identify user clusters. 
While not directly related, we will also conduct sentiment 

analysis to gauge public sentiment towards the candidates 
and correlate findings with the election results on 23rd May 
2023. A preliminary version of our graph, prior to these 
analyses, is provided below. 

 
Fig. 4. Community Development 

According to Fig. 4, the research utilised Louvain 
Algorithms for the development of communities where each 
node is moved from one community to another to depict the 
construction of an aggregate network. This serves to 
identify how the community of users have connected with 
the result of votes along with the internal connections of the 
community. It demonstrated that as each note belonged to 
the same community, each would have both internal and 
external connections. Nevertheless, if the node lacks 
connections, the disconnected community will remain 
disconnected unless merged with other bridge communities. 

The Fast-greedy algorithm [11] uses modularity to 
pinpoint optimal network partitions. Starting with each 
node as an individual community, similar to the Walktrap 
algorithm [12], it employs hierarchical clustering. The 
algorithm then merges neighboring communities to 
maximize the modularity function, continuing until no 
further increase in modularity is possible. 

In 2008, the Louvain community detection algorithm 
was proposed as a fast community unfolding method for 
large networks [13]. This approach is based on modularity, 
which attempts to maximize the difference between the 
actual and expected number of edges in a community. 

We employed two algorithms for community detection 
in our graph: the fast greedy algorithm and the fast-
unfolding algorithm. Initially, we opted for the fast greedy 
algorithm due to its quicker computation. However, we later 
used the fast-unfolding method, which, despite both being 
modularity-based, proved more accurate. This is because 
the fast greedy approach optimizes modularity in a limited 
manner. We considered the edge betweenness algorithm but 
abandoned it due to its extensive computational demands. 
The detected communities are illustrated in Fig. 5 and 6. 
Node colors indicate the candidate discussed: blue for 
candidate one, red for two, white for three, and yellow for 
four. Black nodes signify users discussing the election 
without naming a candidate. 
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IV. SENTIMENT ANALYSIS 
Sentiment analysis algorithms, utilizing natural 

language processing (NLP), categorize documents as 
positive or negative. This tool is valuable for politicians to 
gauge public sentiment about their views and assess 
supporter satisfaction. In our project, we applied sentiment 
analysis to classify tweets accordingly [14,15].  

• Our sentiment analysis process began with 
tokenization, which breaks down a text into 
individual tokens. For this, we employed the NLTK 
package. While our tokenization may not be 
flawless, it captures the tweet's essence.  

• Every language contains frequently used words, like 
articles and conjunctions, which, while essential, do 
not convey specific meanings out of context. 
Termed 'stop-words,' they can be redundant in the 
data processing. To streamline our analysis, we 
maintained a list of such words and excluded them 
from our dataset. 

• Stemming involves reducing words to their base or 
root form. While the resulting stem might not always 
be a valid word root, it is essential that related words 
map to the same stem. For our project, we employed 
the Sastrawi package to stem words in Thai.  

• TF-IDF (Term Frequency-Inverse Document 
Frequency) is a metric that gauges a word's 
significance in a tweet relative to a collection of 
tweets. It assigns a weight to a term based on its 
frequency in a tweet, adjusted for its general 
occurrence. We utilized the TfidfVectorizer from 
the Sklearn package for this calculation. 

• To represent sentences sequentially, we transformed 
each word into an integer using the keras models 
package. These integers correspond to the word's 
position in the tokenized word index. We then 
constructed a matrix of these word vectors, 
referencing the word index so our model can match 
the integer sequence with the appropriate vector. 

• Stochastic Gradient Descent (SGD) from keras 
optimizers is an iterative optimization technique for 
differentiable objective functions. The model was 
trained using SGD, a gradient descent optimization 
method that minimizes a given loss function. We 
used SGD from keras optimizers package to do this 
process. The term “stochastic” refers to the fact that 
the model weights are updated for each training 
example, which is an approximation of batch 
gradient descent, in which all training examples are 
considered to make a single step. 

• Get sentiment results (Positive / Negative). 

Fig. 5 demonstrates that when the blending parameter is 
small, the FastGreedy Algorithm is able to detect 
communities more effectively. On the algorithm, the 
decrease gradually occurred with small values whereas 
increased, indicating that the accuracy decreases when 
network size and values increase. 

Regarding the large network depicted in Fig. 6, the 
algorithms displayed how to optimise modularity by 
allowing modifications to communities and combining 

discovered communities to form a new network. This 
contributes to the formation of supercommunities, which 
can allow rendering to networks with more than one million 
nodes as well as balancing the scale of communities being 
collected.   

 

 
Fig. 5. Communities detected by Fast Greedy Algorithm. 

 

Fig. 6. Communities detected by Fast Unfolding Algorithm. 

V. RESULT 
The result of the analysis table depicted the 

interpretation of a political election event based on social 
media analytics, with an emphasis on Twitter sentiment 
analysis as a cost-effective tool for election forecasting and 
motoring. The significance of this result is to determine 
whether the result of the election matches the result of the 
feedback by Twitter users in order to contribute to the actual 
result from the poll that was collected prior to the official 
election date. This dataset was collected and visualised 
based on the five leading candidates including Pear 

Thongtha, Srettha, Pita, Prayuth and "undetermined" 
candidates as a result of being unable to identify a suitable 
candidate for the position. The selection was based on 
references from an NIDA Poll survey on the 2023 Election 
[16] with the method of data collection, online observations 
and official selection of the election feedback. 

The data were extracted from the social media platform 
Twitter, which is considered a valuable source that helps in 
assessing the political and social sentiments of individuals 
who are active participants. The platform of Twitter is 
considered to be rather noisy due to the high traffic of users. 
However, the results collected were retrieved from a real-
time poll conducted on the platform with a time limit before 
closing the result with hashtags on the poll followed 
#ThailandElection, #เลือกตัง66 (#Election66), #ประยทุธ์ 
(#Prayuth), #แพทองธาร (#PearThongtha), #เศรษฐา (#Srettha) and 
#พิธา (#Pita) so that it could be able to reach more people on 
the platform. Moreover, the poll is shared via other social 
media platforms such as Facebook, Instagram, and Twitter 
in order to engage potential participants to vote. 

According to the results, the candidate Pita received the 
most comments from the participants. It depicted that the 
candidate received the highest level of positive feedback at 
over 75% whereas only 25% negative feedback results. Due 
to this, it showed that the participants tended to favour Pita 
the most and deemed the political party and candidate to be 
the most qualified for their respective elected positions. It 
was followed by Pear Thongta and an undetermined 
candidate that depicted 62% positive feedback. However, 
Srettha was considered balanced on both responses as 
participants were almost as high as the result of Pita.  

Subsequently, when concentrating on the positive and 
negative ratio, both types of feedback were seen to be nearly 
identical as respondents provided positive feedback and 
49% provided negative feedback. In addition, Prayuth 
experienced the lowest ratings from participants as only 
received 246 responses whereas other candidates received 
511 and above. Based on the result of negative and positive 
attributes, Prayuth had the lowest positive score of 39% 
compared to 61% for negative ratings. This suggested that 
the majority of respondents had difficulty approving the 
rating of the political party and candidate for elected 
positions. On the basis of the conclusive outcome, it was 
determined that the Twitter response result coincided with 
the NIDA poll and actual election results. 

TABLE I.  THE RESULTS OF SENTIMENT ANALYSIS 

N0 Candidate Positive Negative Total %POS %Neg 
1 Prayuth 101 145 246 39% 61% 
2 Pear Thongtha 310 201 511 62% 38% 
3 Srettha 475 459 934 51% 49% 
4 Pita 701 241 942 75% 25% 
5 Undeteminded 53 112 165 32% 68% 

VI.  CONCLUSIONS 
In conclusion, this investigation of social media from 

the political event could be the key to understanding 
people's perceptions after the election. This study placed 
significant emphasis on Twitter sentiment analysis, which 
is regarded as one of the most effective techniques and saves 
time for election and monitoring due to the large number of 

active users and individuals interested in certain topics. In 
addition, the platform is where political figures have begun 
to exert influence over public opinion through the use of this 
application. 

The research demonstrated the user-referenced data 
collection that was transformed into a CSV format for easier 
comprehension, as well as the application of AI to assist in 
calculating precise results [17]. This instrument is regarded 
as a useful resource for politicians to start paying more 
attention, as it reveals how the general public thinks about 
candidates and political parties. 

To facilitate comprehension, the results suggested and 
depicted multiple outcomes that could be contrasted with 
the actual election outcomes. When providing the ratio of 
negative to positive inputs from each candidate, the 
majority of the results were comparable. Nevertheless, there 
are still some limitations to the results, including the 
possibility of differences between the actual and Twitter 
results [18]. If Twitter is the only social media platform 
used, the opinion may also be biased; therefore, it is 
essential to collect data from other social media platforms 
to obtain a more accurate sentiment analysis [19]. 

In addition, the result included the identities of all 
candidates based on the official poll. However, there was an 
unidentified candidate that could not be used as a direct 
result based on the responses, which could lead to confusion 
and misinterpretation of the attribute. In order to obtain a 
more accurate and comprehensive result, it is reasonably to 
examine the context of the participants' analysis and to 
capture real-time data through an online poll or survey [20]. 
Due to this, it could be used as a guideline for future 
research with improvements that should be required such as 
more selections on platforms that present more accurate 
results with other business analytics tools such as Microsoft 
Excel and RapidMiner in order to provide clearer results 
that could be used to improve the analysis of the paper. 
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Thongtha, Srettha, Pita, Prayuth and "undetermined" 
candidates as a result of being unable to identify a suitable 
candidate for the position. The selection was based on 
references from an NIDA Poll survey on the 2023 Election 
[16] with the method of data collection, online observations 
and official selection of the election feedback. 

The data were extracted from the social media platform 
Twitter, which is considered a valuable source that helps in 
assessing the political and social sentiments of individuals 
who are active participants. The platform of Twitter is 
considered to be rather noisy due to the high traffic of users. 
However, the results collected were retrieved from a real-
time poll conducted on the platform with a time limit before 
closing the result with hashtags on the poll followed 
#ThailandElection, #เลือกตัง66 (#Election66), #ประยทุธ์ 
(#Prayuth), #แพทองธาร (#PearThongtha), #เศรษฐา (#Srettha) and 
#พิธา (#Pita) so that it could be able to reach more people on 
the platform. Moreover, the poll is shared via other social 
media platforms such as Facebook, Instagram, and Twitter 
in order to engage potential participants to vote. 

According to the results, the candidate Pita received the 
most comments from the participants. It depicted that the 
candidate received the highest level of positive feedback at 
over 75% whereas only 25% negative feedback results. Due 
to this, it showed that the participants tended to favour Pita 
the most and deemed the political party and candidate to be 
the most qualified for their respective elected positions. It 
was followed by Pear Thongta and an undetermined 
candidate that depicted 62% positive feedback. However, 
Srettha was considered balanced on both responses as 
participants were almost as high as the result of Pita.  

Subsequently, when concentrating on the positive and 
negative ratio, both types of feedback were seen to be nearly 
identical as respondents provided positive feedback and 
49% provided negative feedback. In addition, Prayuth 
experienced the lowest ratings from participants as only 
received 246 responses whereas other candidates received 
511 and above. Based on the result of negative and positive 
attributes, Prayuth had the lowest positive score of 39% 
compared to 61% for negative ratings. This suggested that 
the majority of respondents had difficulty approving the 
rating of the political party and candidate for elected 
positions. On the basis of the conclusive outcome, it was 
determined that the Twitter response result coincided with 
the NIDA poll and actual election results. 

TABLE I.  THE RESULTS OF SENTIMENT ANALYSIS 

N0 Candidate Positive Negative Total %POS %Neg 
1 Prayuth 101 145 246 39% 61% 
2 Pear Thongtha 310 201 511 62% 38% 
3 Srettha 475 459 934 51% 49% 
4 Pita 701 241 942 75% 25% 
5 Undeteminded 53 112 165 32% 68% 

VI.  CONCLUSIONS 
In conclusion, this investigation of social media from 

the political event could be the key to understanding 
people's perceptions after the election. This study placed 
significant emphasis on Twitter sentiment analysis, which 
is regarded as one of the most effective techniques and saves 
time for election and monitoring due to the large number of 

active users and individuals interested in certain topics. In 
addition, the platform is where political figures have begun 
to exert influence over public opinion through the use of this 
application. 

The research demonstrated the user-referenced data 
collection that was transformed into a CSV format for easier 
comprehension, as well as the application of AI to assist in 
calculating precise results [17]. This instrument is regarded 
as a useful resource for politicians to start paying more 
attention, as it reveals how the general public thinks about 
candidates and political parties. 

To facilitate comprehension, the results suggested and 
depicted multiple outcomes that could be contrasted with 
the actual election outcomes. When providing the ratio of 
negative to positive inputs from each candidate, the 
majority of the results were comparable. Nevertheless, there 
are still some limitations to the results, including the 
possibility of differences between the actual and Twitter 
results [18]. If Twitter is the only social media platform 
used, the opinion may also be biased; therefore, it is 
essential to collect data from other social media platforms 
to obtain a more accurate sentiment analysis [19]. 

In addition, the result included the identities of all 
candidates based on the official poll. However, there was an 
unidentified candidate that could not be used as a direct 
result based on the responses, which could lead to confusion 
and misinterpretation of the attribute. In order to obtain a 
more accurate and comprehensive result, it is reasonably to 
examine the context of the participants' analysis and to 
capture real-time data through an online poll or survey [20]. 
Due to this, it could be used as a guideline for future 
research with improvements that should be required such as 
more selections on platforms that present more accurate 
results with other business analytics tools such as Microsoft 
Excel and RapidMiner in order to provide clearer results 
that could be used to improve the analysis of the paper. 
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Abstract—This paper suggests using the integrated two 
hybrid models, ARIMA-LSTM and LSTM-ARIMA forecasting 
model, with weighing values for PM2.5 forecasting. The dataset, 
PM2.5 data of Bangkok, included wind direction (WD), wind 
speed (WS), temperature (Temp), and particulate matter 2.5 
(PM2.5) for hourly data updated. The experiment results found 
that two hybrid models forecasting by ARIMA-LSTM & 
LSTM-ARIMA with then adjusting the weights ratio can 
predict the lower error when comparing forecasting with the 
other algorithms. Specifically, forecasting by a set of hybrid 
models with an LSTM Univariate Variable. 

Keywords—PM2.5, Hybrid Model, Autoregressive Integrated 
Moving Average, ARIMA, Long Short-Term Memory Networks,  
LSTM 

I. INTRODUCTION 
PM2.5 refers to particles with a diameter of 2.5 

micrometers or less. One risk is brought on by other dangerous 
environmental pollutants, such as carcinogens, heavy metals, 
etc., entering the body through the adhesive qualities of its 
outer layer [1]. Therefore, one method to avoid potential 
health issues caused by PM2.5 is to be able to predict the 
presence of PM2.5 dust. 

The hybrid model employing the autoregressive integrated 
moving average (ARIMA) model to forecast linear data, is the 
most popular one for predicting PM2.5 dust [2]. Artificial 
neural networks (ANN) were then used to forecast the 
residual, which is nonlinear data. Currently, the hybrid model 
a long short-term memory (LSTM) model called the ARIMA-
LSTM hybrid model was created from the ANN model. The 
original idea behind a hybrid model was to anticipate both 
linear and nonlinear data. Still, given how well the LSTM 
model performs for both univariate and multivariate 
forecasting, it is difficult to reorganize the forecasting model. 

The organization of this paper is as follows: We present 
the scope of this literature review and the methodology used 
in Section 2. Section 3 contains details of the integrated two 
hybrid models, ARIMA-LSTM and LSTM-ARIMA 
forecasting model, with weighing values for PM2.5 
forecasting and afterward, we will explain the numerical 
results in Section 4. Finally, conclusions and future directions 
are presented in Section 5. 

II. LITERATURE REVIEW 
A hybrid approach was suggested by G. Peter Zhang to 

combine an autoregressive integrated moving average 
(ARIMA) model with artificial neural networks (ANNs) for 
forecasting in order to benefit from the findings of both linear 
and nonlinear modeling [1]. The predicting accuracy from this 
experiment, compared to the ARIMA model or the ANN 

model, can be improved. In a study conducted by C. Yuwei 
and W. Kaizhi, the time series data of a meteorological 
satellite telemetry parameter were studied to predict, and 
analyze the error of the prediction data [3]. Combining two 
algorithm models, the LSTM-ARIMA algorithm, produced 
high accuracy and strong dependability prediction outcomes. 

Long short-term memory (LSTM), convolutional neural 
networks (CNN), and support vector machines (SVM) 
networks are all used in the hybrid deep sentiment analysis 
learning models that Cach N. Dang, Maria N. Moreno-Garc'a, 
and Fernando De la Prieta proposed [4]. On all types of 
datasets, hybrid models improved sentiment analysis accuracy 
in comparison to single models.  

S. Chae, J. Shin, S. Kwon, S. Lee, S. Kang and D. Lee 
proposed a real-time prediction model that can respond to 
particulate matter (PM) in the air, which is an indication of 
poor air quality [5]. The model applies interpolation to air 
quality and weather data and then uses a convolutional neural 
network (CNN) to predict PM concentrations. The PM10 and 
PM2.5 evaluation results show an effective prediction 
performance with an R-squared and a root mean square error 
(RMSE). The proposed ICNN prediction model achieves a 
high prediction performance using spatio-temporal 
information and presents a new direction in the prediction 
field. 

Vo Thi Tam Minh, Tran Trung Tin and To Thi Hien 
proposed the projections for PM2.5 concentrations in their 
cities will provide short-term predictive data on air quality by 
using the WRF model to forecast PM2.5 in Ho Chi Minh City 
[6]. Experiments with six machine learning algorithms show 
that the Extra Trees Regression model gives the best forecast 
with statistical evaluation indicators including RMSE, MAE, 
R-squared, and the confusion matrix accuracy. The results 
showed that machine learning with the WRF model can 
predict PM2.5 concentration, suitable for early warning of 
pollution and information provision for air quality 
management systems in large cities such as Ho Chi Minh City. 

In order to improve the quality of the air and reduce 
pollution, J. Xiao, Q. Wang, J. Cui, and J. Yu conducted a 
study to anticipate the pollutants in the air [5]. They proposed 
the ARIMA-LSTM model, which uses the ARIMA model to 
predict linear problems, and the LSTM model to predict 
nonlinear problems, is used to forecast PM2.5 and compares 
the results between the two models. The LSTM model's output 
is an optimal time series predictor, with no significant impact 
on trend or seasonal prediction.  

T. Amnuaylojaroen conducted two multivariate linear 
regression models for PM2.5 prediction. The first model 
(model 1) is a generic model with meteorological parameters 
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of aerosol optical depth (AOD), temperature, relative 
humidity, and wind speed [8]. The second model (model 2) 
includes meteorological parameters and several gaseous 
pollutants, such as SO2, NO2, CO, and O3. From the 
experimental results, it was found that the performance of 
model 2 was good for the prediction of PM2.5 concentrations 
at Chiang Mai and Lampang. Model 2 improved the prediction 
of PM2.5 concentration compared to model 1 for both wet and 
dry seasons. 

III. RESEARCH METHODOLOGY 

A. Data Collection 
PM2.5 data of Bangkok from Pollution Control 

Department [9]. There are 12 stations, using hourly data 
between 1 November 2022 at 12:00 a.m. and 31 January 2023 
at 11:00 p.m., totaling 2208 items per station. This is the 
period when the amount of PM2.5 exceeds the standard. The 
variables are date, time, wind speed (WS), wind direction 
(WD), temperature (Temp), relative humidity, and 
atmospheric pressure. Details of the variables used in the 
research are presented in Table 1. 

B. ARIMA Model 
ARIMA (p,d,q), the composition of autoregression, 

integrated, and moving average is a regressive model used to 
forecast time series data where 'p' is referred to as 
autoregression order [10]. 

• Autoregression, AR(p), is a part of the ARIMA model 
based on the idea that it uses its own lags (past values). 

• Integrated, I(d), property helps make time-series 
stationary data to eliminate time dependency, and 
trend parameter 'd' represents the degree of difference, 
which means the number of times the data was 
differenced. If a time series is stationary, then its 
degree of difference is zero. 

• Moving average, MA(q), utilizes residual error of past 
time points to foresee current and future predictions. 
The parameter 'q' is the number of lags forecast errors 
that utilized to compute current values. 

C. LSTM Model 
Long short-term memory (LSTM) was carefully designed 

and added memory characteristics based on recurrent neural 
networks (RNN) [11]. the LSTM network adds the units called 
gates in LSTM, and the core of gating mechanisms. The 
LSTM neural network contains multiple gates: 

• The input gate or Update gate determines how much of 
the input at the current time step is saved in the cell 
state. 

• Forget gate determines how much of the cell state at 
the previous time step is retained in the current time 
step, and it may not be retained at all. 

• The output gate determines how much of the cell state 
is output to the current output value of the hidden state. 

D. Hybrid Model 
The goal of creating a hybrid model is to leverage the 

strengths of each component model while mitigating their 
individual weaknesses. Hybrid models are commonly used in 

various fields, including time series forecasting, classification, 
regression, and recommendation systems. 

TABLE I.  DATA  COLLECTON FOR EACH STATION 

Variables Stations 
1 2 3 4 5 6 7 8 9 10 11 12 

date / / / / / / / / / / / / 
time / / / / / / / / / / / / 
wind speed / / / / /  / / / / / / 
wind direction / / / / /  / / / / / / 
temperature / / / / / / / / / / / / 
relative 
humidity /  /  / / / / / / /  

atmospheric 
pressure /    / / /  / /   

       (1) 

Where Yt is the prediction value (forecast), Lt is the linear 
component and Nt is the nonlinear component. 

E. Proposed Algorihm 
The ARIMA model has the limitation of not being able to 

do a fully connected layer, so proposed to improve the model 
by integrating the rearrange processing of the hybrid model 
with the weight adjustment method. 

Fig 2 shows hybrid 1: ARIMA-LSTM model, forecasting 
PM2.5 with the ARIMA model by using hourly data between 
November 1, 2022, to December 31, 2022, as the training 
dataset and using data between January 1, 2023, to January 31, 
2023, as the testing dataset. The ARIMA model can calculate 
residuals immediately. 

Then forecasting for the past six periods (t-6) of residual 
with the LSTM model by using hourly data between 
November 1, 2022, to December 31, 2022, as the training 
dataset and using data between January 1, 2023, to January 31, 
2023, as the testing dataset. The final step is to calculate a final 
value from the combined result of PM2.5 forecasted and 
residual forecasted. 

Fig 3 shows hybrid 2: LSTM-ARIMA model, forecasting 
PM2.5 with the LSTM model by using hourly data between 
November 1, 2022, to December 31, 2022, as the training 
dataset and using data between January 1, 2023, to January 31, 
2023, as the testing dataset.  

Then forecasting for the past six periods (t-6) of residual 
with the ARIMA model by using hourly data between 
November 1, 2022, to December 31, 2022, as the training 
dataset and using data between January 1, 2023, to January 31, 
2023, as the testing dataset. The final step is to calculate a final 
value from the combined result of PM2.5 forecasted and 
residual forecasted. 

 
Fig. 1. Conceptual of Proposed Model 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

239

 
Fig. 2. Hybrid1: ARIMA-LSTM Model 

 The forecast results from the ARIMA-LSTM model and 
the LSTM-ARIMA model are taken to calculate the adaptive 
weights. This allows the model to give more weight to the 
submodel that is currently performing better, thus adapting to 
changing patterns in the time series. 

    ∑ ×, 
  (2) 

 ℎ  1 − 
 × 2 (3) 

  ℎ  2 −ℎ (4) 

 Where Predicti,k is the original predicted value at the ith 
order was obtained from the hybrid model, k is index of hybrid 
model{1, 2}, respectively. And Err is MAPE from the hybrid 
model. 

F. Model Evaluation 
The performance of the proposed algorithm is measured 

by root mean square error (RMSE) and mean absolute 
percentage error (MAPE). 

Root Mean Square Error (RMSE) is a commonly used 
metric for measuring the accuracy of a predictive model, 
particularly in the context of regression analysis and time 
series forecasting. RMSE quantifies the difference between 
predicted values and actual values (or ground truth) by 
calculating the square root of the average of the squared 
differences between predicted and actual values. It provides a 
way to assess how well a model's predictions match the 
observed data, with lower RMSE values indicating better 
model performance. 

    
∑  −   (5) 

Where yi is actual observed values or ground truth for data 
point ith, ŷi is predicted values for data point ith and N is total 
number of data points. 

 
Fig. 3. Hybrid2: LSTM-ARIMA Model 

The Mean Absolute Percentage Error (MAPE) is a widely 
used metric for evaluating the accuracy of forecasting models, 
particularly in business and time series forecasting 
applications. MAPE measures the percentage difference 
between the predicted and actual values, making it a useful 
metric for assessing the relative accuracy of forecasts, 
especially when dealing with different scales or units. 

    
 ∑    (6) 

Where yi is the actual observed values, also known as the 
ground truth, for the ith data point, ŷi is the forecast values, and 
N is the total number of data points. 

IV. EXPERIMENTAL RESULTS 
The proposed algorithm's performance was compared to 

the ARIMA and single hybrid model algorithms and conduct 
experiments to compare variables in univariate, bivariate, and 
multivariate. When considering the root mean square error 
(RMSE) was found that the LSTM(Uni)-ARIMA & ARIMA-
LSTM(Bi), denoted to PM2.5 and temperature, has the lowest 
value at 4.78596. Next is LSTM(Bi)-ARIMA & ARIMA-
LSTM(Bi), denoted to PM2.5 and wind speed, at 4.80280 and 
ARIMA-LSTM(Bi) at 4.81039 which has a value close to 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Bi) at 4.81054. 

The same is true for comparing mean absolute percentage 
error (MAPE), LSTM(Bi)-ARIMA & ARIMA-LSTM(Bi), 
denoted to PM2.5 and wind speed, has the lowest value at 
0.10775. Next to LSTM(Uni)-ARIMA & ARIMA-LSTM(Bi) 
at 0.10825 and ARIMA-LSTM(Bi) at 0.10849, respectively. 

According to the findings of the experiments, the proposed 
algorithm consistently outperforms other algorithms in terms 
of experimental results. It can be said that the integrated 
rearranged processing of a hybrid model with weighted values 
is effective in forecasting. 

V. CONCLUSIONS 
In the context of machine learning and data analysis, a 

hybrid model is a model that mixes several distinct kinds of 
models or algorithms in order to generate predictions or 
address a specific issue. Utilizing the benefits of each 
component model while minimizing each one's shortcomings 
is the aim of the hybrid model. 
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TABLE II.  OVERALL EVALUATIONS 

Model RMSE MAPE 
ARIMA 4.93526 0.11366 

Hybrid Model RMSE MAPE 
Feature: PM2.5 

ARIMA-LSTM(Uni) 4.89571  0.11040 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Uni)  4.85678  0.10979 

Features: PM2.5 + WD 
ARIMA-LSTM(Bi)  5.38302  0.12022 
LSTM(Bi)-ARIMA & ARIMA-LSTM(Bi)   5.13711  0.11702 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Bi)   4.96770  0.11284 

Features: PM2.5 + WS 
ARIMA-LSTM(Bi)  4.81039  0.10849 
LSTM(Bi)-ARIMA & ARIMA-LSTM(Bi)   4.80280  0.10775 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Bi)   4.81054  0.10825 

Features: PM2.5 + Temp 
ARIMA-LSTM(Bi)  4.88465  0.10986 
LSTM(Bi)-ARIMA & ARIMA-LSTM(Bi)   4.82516  0.10936 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Bi)   4.78596  0.10936 

Features: PM2.5 + WD + WS 
ARIMA-LSTM(Multi)  5.13243  0.11706 
LSTM(Multi)-ARIMA & ARIMA-LSTM(Multi)   5.00860  0.11471 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Multi)   4.85939  0.11168 

Features: PM2.5 + WD + Temp 
ARIMA-LSTM(Multi)  5.03021  0.11638 
LSTM(Multi)-ARIMA & ARIMA-LSTM(Multi)   5.00030  0.11554 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Multi)   4.90351  0.11331 

Features: PM2.5 + WS + Temp 
ARIMA-LSTM(Multi)  5.03021  0.11638 
LSTM(Multi)-ARIMA & ARIMA-LSTM(Multi)   5.00030  0.11554 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Multi)   4.90351  0.11331 

Features: PM2.5 + WD + WS + Temp 
ARIMA-LSTM(Multi)  5.19006  0.11891 
LSTM(Multi)-ARIMA & ARIMA- LSTM(Multi)   5.11152  0.11654 
LSTM(Uni)-ARIMA & ARIMA-LSTM(Multi)   4.88949  0.11240 

This paper suggests using the integrated two hybrid 
models, ARIMA-LSTM and LSTM-ARIMA forecasting 
model, with weighing values for PM2.5 forecasting. The 
dataset, PM2.5 data of Bangkok, included wind direction 
(WD), wind speed (WS), temperature (Temp), and particulate 
matter 2.5 (PM2.5) for hourly data updated. According to the 
experiment's findings, when compared to other algorithms, 
two hybrid models forecasting by ARIMA-LSTM & LSTM-
ARIMA with the weights values adjusted can anticipate a 

lesser error. Specifically, forecasting by a set of hybrid models 
with an LSTM Univariate Variable. 

However, the LSTM model used to create the ARIMA-
LSTM hybrid model and the LSTM-ARIMA hybrid model 
are the same thing, that is the Vanilla Algorithm. For future 
experiments, can be tested using different algorithms, such as 
ARIMA-LSTM and BiLSTM-ARIMA, etc., or adjusting the 
batch size or epoch to be different may result in different 
results. 
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Abstract—The investment industry is experiencing significant
growth, driven by an increased interest from new investors.
However, achieving success in investing heavily relies on effective
decision-making skills, which can be particularly challenging
for newcomers. To tackle this issue, the research proposes an
investment decision support system designed to aid investors in
optimizing their investment portfolios. The proposed approach
integrates traditional mathematical methods with advanced
Long-Short Term Memory (LSTM) machine learning tech-
niques.

The study demonstrates that the most effective combination
involves employing LSTM alongside Post Modern Portfolio
Theory (PMPT), resulting in the highest Mean Return of
0.002854, the highest Sortino Ratio of 0.192646, and the highest
Ending Equity of 499.973204. Backtesting also reveals that the
LSTM prediction, in combination with MPT and PMPT, has
the potential to significantly increase portfolio values in just
1 year and 7 months, reaching 500% of the initial investment.
Furthermore, incorporating LSTM predictions for future invest-
ment instrument prices enhances the performance of existing
mathematical methods.

Index Terms—investment decision support system, price pre-
diction, portfolio allocation, time series analysis

I. INTRODUCTION

Investing in financial markets is a strategic endeavor that
demands a delicate balance of foresight, risk management,
and disciplined decision-making. Sorongan points out that an
investor’s financial behavior, attitudes, and literacy signifi-
cantly impact their investment choices [1]. Moreover, Andini
and Rahmani suggests that 80.1% of investment decisions are
influenced by financial literacy and company characteristics,
while the remaining 19.9% is attributed to other factors [2].
As investors traverse the dynamic and constantly changing
financial landscape, they face ongoing challenges in craft-
ing strong investment strategies, utilizing price prediction
methodologies, and optimizing portfolio balancing to reach
their financial objectives.

The ability to predict asset price movements with accuracy
is a highly coveted skill that has the potential to unlock sig-
nificant returns. Utilizing sophisticated methodologies such
as machine learning algorithms, including RNN LSTM and
other time series forecasting techniques, investors can harness
historical price data to make informed predictions about fu-
ture asset prices. Accurate price predictions provide valuable
insights into market trends and offer a strategic advantage in
capitalizing on favorable opportunities.

However, price prediction alone is not sufficient to ensure
investment success. An optimal investment strategy must
also include robust portfolio balancing. Diversification across
various assets is essential to reduce risk and enhance potential
returns. Portfolio balancing enables investors to distribute
their capital strategically, mitigating the impact of adverse
market movements while positioning them to benefit from
the growth potential of different investments. For many
years, one prevalent mathematical method used in portfolio
allocation is the Modern Portfolio Theory (MPT) proposed
by Markowitz [3]. MPT employs historical data to deter-
mine the percentage allocation of the portfolio. Additionally,
other mathematical methods, such as Equal Weight (EW)
and Post Modern Portfolio Theory (PMPT), an extension of
Markowitz’s approach, can be utilized for portfolio allocation.
This study proposes a combination of these existing mathe-
matical methods with a machine learning technique called
LSTM to predict future instrument prices and allocate the
percentage of the investment portfolio accordingly.

The contributions of this paper are as follows:
1) Effectively utilizing RNN LSTM to make precise fore-

casts for the future closing prices of multiple investment
instruments and subsequently calculating the expected
returns.

2) Assessing the effectiveness of two approaches in divid-
ing an investment portfolio and evaluating their com-
bination with the machine learning prediction method,
namely RNN LSTM.

II. RELATED WORKS

A. Investment Decision Support System

The development of the financial investment business
is getting bigger because of many new people interested
in investing [4]. However, if this rapid development is
not followed by an appropriate investment strategy, it will
cause losses to investors themselves [5]. Therefore, some
researchers have developed an investment decision support
system to help investors in investing.

In reference [6], the developed investment decision support
system uses machine learning technology to generate an op-
timal investment strategy. Reference [7] proposed an invest-
ment decision support system using a combination of artificial
intelligence, machine learning and mathematical models as its
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basic architecture. In general, an investment decision support
system is a system that helps investors make investment-
related decisions. The output of this decision support system
is different according to the design of the decision support
system offered by each research. For example, in reference
[4], the decision support system designed helps investors
to know whether an investment instrument is a ”good in-
vestment” or ”not a good investment”. While reference [7]
offers a model that provides advice in the form of a stock
portfolio directly to the user. Furthermore, reference [6] offers
a decision support system that is relatively easy to adapt by
the user due to its ”high interpretability” architecture. The
architecture in reference [6] only allows the user to select
features that correspond to the reality in the field. The output
of the decision support system in reference [6] tends to be a
financial analysis, especially a capital market analysis.

B. Investment Instrument Optimization

When investing, investors face their own risks and uncer-
tainties. One way to minimize risk is to construct an optimal
investment portfolio. An optimal investment portfolio is one
that, compared to other portfolios, has the same expected
return but less risk, or has a higher expected return for the
same risk [8]. One of the optimisation methods that can
be used is the Markowitz model or now known as Modern
Portfolio Theory (MPT) [9], [10]. The Markowitz model or
MPT is based on the principle of diversification to minimize
risk and maximize return [9]. In reference [9], optimisation
using this model was carried out on LQ45 equity instruments
in 2019-2020. It was found that MPT is suitable for investors
who do not like high risk but still want to achieve optimal
results [9].

On the other hand, many studies show that this MPT
method has significant limitations [10]. MPT sometimes
produces unsatisfactory predictions when applied in the real
world [10]. Method that overcomes this problem is Post-
Modern Portfolio Theory (PMPT) [11]. Two important devel-
opments in PMPT compared to MPT are that the formula used
in PMPT takes into account downside risk, not just standard
deviation, and also takes into account asymmetric return
distributions [10]. PMPT offers a better risk calculation, is
relatively flexible and better adapted to the realities of the
investment process [12].

C. Predicting Future Prices using Long Short Term Memory
(LSTM)

Based on several previous studies, there are various meth-
ods to predict the future price of each investment instru-
ment. Starting from using Auto Regressive Moving Average
(ARIMA) to using Neural Network. Neural network that
is suitable for predicting stock price is Recurrent Neural
Network (RNN) [13]. This is because stock price is a time-
based data. However, traditional RNN has a problem that is
answered by LSTM, namely the vanishing and exploding gra-
dient descent problem [14]. Even in reference [15] it is men-
tioned that LSTM is most suitable for handling time-series
data compared to Logistic Regression models, SVM, Auto-
regressive Conditional Heteroskedasticity (ARCH) models,
RNN, CNN, Naive Bayes, and ARIMA models.

Furthermore, specific to the problem of predicting the fu-
ture price of investment instruments, LSTM has been widely
used to make predictions related to future price prediction
of investment instruments. References [16], [17], [18], [19]
also use LSTM in making future price prediction models.
Furthermore, reference [13] found that Long Short Term
Memory (LSTM) is better at predicting some stock prices
compared to Support Vector Regression (SVR). In addition,
reference [20] also found that LSTM is better at analysing
and predicting stock prices compared to traditional ARIMA
methods. LSTM has also been shown to perform better in
predicting future prices of investment instruments than many
other models [21]. In addition, there is also research that uses
a method that is close to the method we proposed, namely in
reference [22].

In reference [22], LSTM is used to predict returns and
then that return prediction is used as a to determine whether
or not an investment instrument is used based on a certain
threshold. The thing that distinguishes between this method
and the method we propose is that the method we propose will
use daily data while the data used in the study uses weekly
data. We also use a different time span of data. Furthermore,
the research [22] uses a selection of stocks from the LQ45
index while we use several investment commodities (Gold,
Crude Oil, Cryptocurrencies, and Stocks). In reference [22]
the mathematical methods used are Equal Weight and Mean-
Variance Analysis, also known as Modern Portfolio Theory
(MPT), while we use MPT and try an improved method from
MPT, namely Post-Modern Portfolio Theory (PMPT). The
approach to predicting using LSTM is also different, research
[22] directly predicts the return, while we predict the future
close price first and then calculate the return from the close
price.
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A. Data Collection

We use historical data from Yahoo Finance using Yahoo
Finance’s API1. The data range from 2014-09-17 to 2023-
04-28. We consider several popular investment instruments
in Indonesia, including a stock (we pick BBCA.JK as the
largest market capitalisation in Indonesia), cryptocurrency

1https://pypi.org/project/yfinance/
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basic architecture. In general, an investment decision support
system is a system that helps investors make investment-
related decisions. The output of this decision support system
is different according to the design of the decision support
system offered by each research. For example, in reference
[4], the decision support system designed helps investors
to know whether an investment instrument is a ”good in-
vestment” or ”not a good investment”. While reference [7]
offers a model that provides advice in the form of a stock
portfolio directly to the user. Furthermore, reference [6] offers
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the user due to its ”high interpretability” architecture. The
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features that correspond to the reality in the field. The output
of the decision support system in reference [6] tends to be a
financial analysis, especially a capital market analysis.
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distributions [10]. PMPT offers a better risk calculation, is
relatively flexible and better adapted to the realities of the
investment process [12].
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methods. LSTM has also been shown to perform better in
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A. Data Collection

We use historical data from Yahoo Finance using Yahoo
Finance’s API1. The data range from 2014-09-17 to 2023-
04-28. We consider several popular investment instruments
in Indonesia, including a stock (we pick BBCA.JK as the
largest market capitalisation in Indonesia), cryptocurrency

1https://pypi.org/project/yfinance/

(i.e., Bitcoin which has sufficient historical data for this
study), and commodities (i.e., gold and crude oil).

B. Data Preprocessing

Before the data can be used, the data needs to be prepro-
cessed first. From the data obtained on Yahoo Finance, only
the daily close price is taken. Next, empty data is filled using
backfill or filling in empty data with previous data. Then the
data is minmax scaling so that it can be used to train in
LSTM. Min max scaling is done so that the data is only in
the range of 0 to 1. The detailed formula of min max scaling
is as follows:

xscaled =
x−min(x)

max(x)−min(x)
(1)

where:
• x represents the original value of a feature or variable.
• xscaled represents the scaled value of x.
• min(x) represents the minimum value of x.
• max(x) represents the maximum value of x.

Furthermore, the data is divided into 2 parts, namely those
used for training and testing. A total of 80% of the total data
is used as training data and the remaining 20% of the data
becomes testing data.

C. LSTM

We use RNN LSTM to predict the price of investment
instruments in the future. LSTM is a type of Recurrent Neural
Network (RNN) architecture that addresses the shortcomings
of traditional RNNs that suffer from vanishing gradient
problem [23]. This problem causes the loss of long-term
information during training. In general, LSTM has three main
parts, namely forget gate, input gate, and output gate, as
depicted in Figure 2. Forget gate is the part that determines
whether or not information is stored in the LSTM model.
Furthermore, the input gate serves to enter information that
is useful to increase the accuracy of the model in predicting
data. The information in this input gate will be stored in the
cell state. Then, the output gate is where the output of the
LSTM model is issued. By using a flow like this LSTM can
better maintain long-term information compared to traditional
RNNs. As discussed in Section II, LSTM has successfully
managed to produce quite good results for predicting future
prices.

Fig. 2. Inside the LSTM Architecture

In this work, we specify one LSTM model for each
each investment instrument and train the model by tuning
hyperparameters. The first layer contains 150 nodes, then the

next layer is filled with a neural network with 50 nodes with
relu activation and the last layer is the output layer with node
1 as the resulting prediction. Furthermore, the optimiser used
is the Adam optimiser with a learning rate of 0.0001.

At this point, the preprocessed data is time series of closing
prices that have been min-max scaled. To train the models,
the data needs to be reshaped. That is, we reshape the data by
making the X data coming from the close price of the past
30 days and y is the upcoming day, after which this process
is repeated until it gets X in the form of a 30 day data set
and y is the close price each day. Figure 3 illustrates this
sliding window method.

Furthermore, the y values obtained from this process is
then subjected to inverse scaling. This is done in order to get
back the initial close price value. After obtaining the close
price value, the return calculation of the close price is carried
out with the following formula.

Return =

(
Close price tomorrow

Close price now

)
− 1 (2)

where:
• Close price tomorrow represents the closing price of the

asset on the following day.
• Close price now represents the closing price of the asset

on the current day.
• Return represents the calculated return of the asset.
Then each existing LSTM model will predict ŷ values. This

ŷ prediction is also done the same as the y test, which is to
do inverse scaling and then calculate the return. The return
from the ŷ prediction and the return from the y test will be
evaluated with the evaluation metrics in Section III-E1.

Fig. 3. Sliding Window Method

D. Instrument Optimization and Backtesting

Once the price of investment instruments have been pre-
dicted, we combine of several instrument for optimizing
returns using several methods as follows.

1) Modern Portfolio Theory (MPT): In order to opti-
mize each investment instrument, one of them used in this
research is the Modern Portfolio Theory (MPT). MPT is
aimed at achieving a harmonious equilibrium between the
risk and potential returns within an investment portfolio.
Its mathematical application seeks to pinpoint the optimal
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portfolio allocation by minimizing risk, typically measured
as variance, while simultaneously maximizing returns. Conse-
quently, MPT yields portfolio allocations for each investment
instrument that either delivers a substantial return at a specific
risk level or minimizes risk while attaining a particular level
of return. The formula is as follows.

minimize: 0.5 ·w⊺ ·Σ ·w −R⊺ ·w (3)

subject to:
∑

w = 1

w ≥ 0

where:
• w represents the vector of portfolio weights.
• Σ represents the covariance matrix of asset returns.
• R represents the vector of expected returns for each

asset.
• · denotes matrix multiplication or dot product.
• 0.5 ·w⊺ ·Σ ·w represents the portfolio risk term.
• R⊺ ·w represents the expected portfolio return term.
•

∑
w = 1 ensures that the weights sum up to 1 (full

investment).
• w ≥ 0 ensures that each weight is non-negative.
2) Post Modern Portfolio Theory (PMPT): In addition, this

research also uses Post Modern Portfolio Theory (PMPT)
which can be viewed as a progression from the Modern Port-
folio Theory by incorporating the consideration of downside
risk [10]. PMPT aims to identify the optimal portfolio by
minimizing the absolute deviation of the portfolio’s return
from the targeted rate of return. It achieves this by taking into
account semivariance as a measure of downside risk. PMPT
results in a portfolio that not only maximizes returns relative
to the target but also minimizes the potential for downside
risk. The formula is as follows:

minimize: |w⊺ · µ−R|+w⊺ · γ ·w (4)

subject to:
∑

w = 1

w ≥ 0

where:
• w represents the vector of portfolio weights.
• µ represents the vector of expected returns for each asset.
• R represents the target return.
• · denotes matrix multiplication or dot product.
• |w⊺ · µ − R| represents the absolute deviation of the

portfolio return from the target return.
• γ represents the semivariance matrix.
• w⊺ · γ ·w represents the semivariance of the portfolio,

representing the downside risk measure.
•

∑
w = 1 ensures that the weights sum up to 1 (full

investment).
• w ≥ 0 ensures that each weight is non-negative.
Finally, we evaluate the performance of investment strategy

using historical data and upcoming return prediction. We
assess profitability using the mathematical methods (i.e.,
MPT and PMPT) using only historical data. We also predict
potential returns by considering the LSTM prediction. Given

a return threshold, we decide to take an investment istrument
when the potetial return is above the threshold (i.e., 0.001). In
this case, we use the predicted returns as additional insight for
recalculating MPT and PMPT. We compare these approaches
(i.e., only historical data and with LSTM prediction) to
gain insights into how these strategies might have performed
historically.

E. Evaluation Metrics
Several metrics are considered to evaluate the performance

of price predictions and the potential profitability.
1) LSTM Price prediction: To validate that the model can

predict well, the following evaluation metrics are used:
• Mean Squared Error (MSE)

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (5)

where:
– MSE represents the Mean Squared Error.
– n represents the number of samples or data points.
– yi represents the actual (observed) value of the

target variable for the i-th sample.
– ŷi represents the predicted value of the target vari-

able for the i-th sample.
• Mean Absolute Error (MAE)

MAE =
1

n

n∑
i=1

|yi − ŷi| (6)

where:
– MAE represents the Mean Absolute Error.
– n represents the number of samples or data points.
– yi represents the actual (observed) value of the

target variable for the i-th sample.
– ŷi represents the predicted value of the target vari-

able for the i-th sample.
– | · | denotes the absolute value.

The predictions generated by the model are in the form of
daily close price predictions for each instrument. The results
of this prediction are then calculated for each day’s return.
This return results are then calculated for the evaluation
metrics against the original data.

2) Backtesting Evaluation: To evaluate the investment
strategy performance, we do backtesting to produce a port-
folio value. The results of this portfolio value will calculate
the following metrics:

• Mean Return, the average return of the portfolio over
the given period

Mean Return =
1

n− 1

n−1∑
i=1

(
Pi+1 − Pi

Pi

)
(7)

– n: the total number of observations (portfolio val-
ues) in the dataset.

– Pi: the portfolio value at time i.
• Sortino Ratio, the risk-adjusted measure of return, taking

into account the excess return over the risk-free rate and
the downside risk of the returns

Sortino Ratio =
Mean Return − Risk-Free Rate

Downside Deviation
(8)
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portfolio allocation by minimizing risk, typically measured
as variance, while simultaneously maximizing returns. Conse-
quently, MPT yields portfolio allocations for each investment
instrument that either delivers a substantial return at a specific
risk level or minimizes risk while attaining a particular level
of return. The formula is as follows.

minimize: 0.5 ·w⊺ ·Σ ·w −R⊺ ·w (3)
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w = 1

w ≥ 0
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• w represents the vector of portfolio weights.
• Σ represents the covariance matrix of asset returns.
• R represents the vector of expected returns for each
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• · denotes matrix multiplication or dot product.
• 0.5 ·w⊺ ·Σ ·w represents the portfolio risk term.
• R⊺ ·w represents the expected portfolio return term.
•

∑
w = 1 ensures that the weights sum up to 1 (full

investment).
• w ≥ 0 ensures that each weight is non-negative.
2) Post Modern Portfolio Theory (PMPT): In addition, this

research also uses Post Modern Portfolio Theory (PMPT)
which can be viewed as a progression from the Modern Port-
folio Theory by incorporating the consideration of downside
risk [10]. PMPT aims to identify the optimal portfolio by
minimizing the absolute deviation of the portfolio’s return
from the targeted rate of return. It achieves this by taking into
account semivariance as a measure of downside risk. PMPT
results in a portfolio that not only maximizes returns relative
to the target but also minimizes the potential for downside
risk. The formula is as follows:
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where:
• w represents the vector of portfolio weights.
• µ represents the vector of expected returns for each asset.
• R represents the target return.
• · denotes matrix multiplication or dot product.
• |w⊺ · µ − R| represents the absolute deviation of the

portfolio return from the target return.
• γ represents the semivariance matrix.
• w⊺ · γ ·w represents the semivariance of the portfolio,

representing the downside risk measure.
•

∑
w = 1 ensures that the weights sum up to 1 (full

investment).
• w ≥ 0 ensures that each weight is non-negative.
Finally, we evaluate the performance of investment strategy

using historical data and upcoming return prediction. We
assess profitability using the mathematical methods (i.e.,
MPT and PMPT) using only historical data. We also predict
potential returns by considering the LSTM prediction. Given

a return threshold, we decide to take an investment istrument
when the potetial return is above the threshold (i.e., 0.001). In
this case, we use the predicted returns as additional insight for
recalculating MPT and PMPT. We compare these approaches
(i.e., only historical data and with LSTM prediction) to
gain insights into how these strategies might have performed
historically.

E. Evaluation Metrics
Several metrics are considered to evaluate the performance

of price predictions and the potential profitability.
1) LSTM Price prediction: To validate that the model can

predict well, the following evaluation metrics are used:
• Mean Squared Error (MSE)

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (5)

where:
– MSE represents the Mean Squared Error.
– n represents the number of samples or data points.
– yi represents the actual (observed) value of the

target variable for the i-th sample.
– ŷi represents the predicted value of the target vari-

able for the i-th sample.
• Mean Absolute Error (MAE)

MAE =
1

n

n∑
i=1

|yi − ŷi| (6)

where:
– MAE represents the Mean Absolute Error.
– n represents the number of samples or data points.
– yi represents the actual (observed) value of the

target variable for the i-th sample.
– ŷi represents the predicted value of the target vari-

able for the i-th sample.
– | · | denotes the absolute value.

The predictions generated by the model are in the form of
daily close price predictions for each instrument. The results
of this prediction are then calculated for each day’s return.
This return results are then calculated for the evaluation
metrics against the original data.

2) Backtesting Evaluation: To evaluate the investment
strategy performance, we do backtesting to produce a port-
folio value. The results of this portfolio value will calculate
the following metrics:

• Mean Return, the average return of the portfolio over
the given period

Mean Return =
1

n− 1

n−1∑
i=1

(
Pi+1 − Pi

Pi

)
(7)

– n: the total number of observations (portfolio val-
ues) in the dataset.

– Pi: the portfolio value at time i.
• Sortino Ratio, the risk-adjusted measure of return, taking

into account the excess return over the risk-free rate and
the downside risk of the returns

Sortino Ratio =
Mean Return − Risk-Free Rate

Downside Deviation
(8)

where:
– Mean Return: the average return of the portfolio

over the given period.
– Risk-Free Rate: the rate of return on a risk-free

investment, such as a government bond.
– Downside Deviation: the standard deviation of neg-

ative (downside) returns.
• Ending Equity, the final value of the portfolio after the

given period

Ending Equity = Pn (9)

where:
– Pn: the portfolio value at the last time period.

IV. RESULTS AND DISCUSSION

A. Price Forecast and Returns Calculation

We forecast closing price of the investment instruments
in the upcoming day using LSTM and estimate the potential
retrun from the forecasted values. The return from the original
data is then compared with the return generated by this
prediction. This is relevant in real world as by looking at the
past 30 days, a prediction can be made one day ahead and the
return can be predicted from the estimated closing price. The
LSTM model is trained on each investment instrument and
predicts the closing price of each instrument. In general, the
models can successfully predicts the closing price, as shown
in Figure 4.

Fig. 4. Actual Closing Price vs Predicted Closing Price
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We calculate returns based on that actual closing price and
estimated closing price. The return values are then compared
using the MSE and MAE evaluation metrics. The results of
the MSE and MAE evaluation metrics for each investment
instrument are shown in Table I.

TABLE I
MSE AND MAE OF THE RETURN OF EACH INVESTMENT INSTRUMENT

Mean Square Error Mean Absolute Error
GOLD 0.000100 0.007354
OIL 0.000634 0.018176
BITCOIN 0.001519 0.028826
BBCA.JK 0.000190 0.009663

Figure 5 shows the graphs of predicted returns and the
actual returns. We can see that the pattern of the returns

(i.e., the loss and gain) have been estimated properly. The
best MSE and MAE are obtained when predicting GOLD
investment instruments with an MSE of 0.0001 and MAE of
0.007354. The model is therefore ready for the next stage,
which is backtesting.

Fig. 5. Estimated returns vs actual returns
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B. Backtesting Validation

We finally compare the performance of MPT and PMPT
with the combination of the same methods with LSTM
predictions (i.e., MPT + LSTM, PMPT + LSTM). Each
method is backtested and compared using the Mean Return,
Sortino Ratio with Risk-Free 0 and Ending Equity metrics.
The backtesting is performed on a test data set with an
initial investment of $100. Figure 6 reveals the results of
the backtesting. Wwe can see that the LSTM prediction, in
combination with MPT and PMPT, may significantly increase
the portfolio values in 1 year and 7 months, reaching 500%
of the initial investment.

Fig. 6. Backtesting plots of each strategy
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Further calculations have been made based on the existing
metrics and the results are shown in Table II.

TABLE II
BACKTESTING METRICS

Mean Return Sortino Ratio Ending Equity
MPT 0.000672 0.043632 133.149652
PMPT 0.000598 0.040964 128.527932
LSTM+MPT 0.002817 0.190539 487.293241
LSTM+PMPT 0.002854 0.192646 499.973204
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Based on the results, it is found that the method of portfolio
percentage distribution using PMPT is the method with the
lowest mean return among the other methods. Furthermore,
the prediction of LSTM combined with MPT and PMPT
is found to increase the portfolio value, which also results
in an increasing mean return. In addition to mean return,
other measures such as Sortino Ratio and Ending Equity
also show a significant increase when compared to the usual
mathematical methods of MPT and PMPT. The use of LSTM,
which increases the mean return and the Sortino ratio, shows
that the increase in return does not increase the risk, but
rather reduces the existing risk. This shows that the addition
of LSTM not only increases the return, but also reduces the
risk of the investment portfolio itself.

V. CONCLUSION

Based on the results, we show that the RNN LSTM can
effectively predict the future closing prices of multiple in-
vestment instruments, including commodities, Bitcoin crypto
currency, and an Indonesian stock. This is shown by the fairly
low MSE and MAE. The lowest MSE and MAE are found in
gold investment instruments, with MSE of 0.0001 and MAE
of 0.007354.

Further, we integrate the price forecast using LSTM into
portfolio percentage distribution methods, such as MPT and
PMPT. We show that by considering the LSTM prediction,
we can increase the profit over the time. The best combination
is found using LSTM + PMPT with the highest Mean Return
of 0.002854, the highest Sortino Ratio of 0.192646 and the
highest Ending Equity of 499.973204. It is also found that
based on backtesting, the LSTM prediction in combination
with MPT and PMPT, may significantly increase the portfolio
values in 1 year and 7 months, reaching 500% of the initial
investment. It is also reported that LSTM prediction not only
increased profits but also reduced the risk of the investment
portfolio. This is indicated by the increase in mean return
along with the increase in sortino ratio. This result confirms
that the combination of LSTM prediction and PMPT method
may be used as an investment decision support system to
help investors in allocating the distribution of their investment
portfolio. Further research can be developed to predict the
future price of each instrument even more accurately. This can
be done by optimizing the sliding window size, implementing
multi-stage future predictions, and experimenting contempo-
rary machine learning models such as Transformers for price
prediction.
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Based on the results, it is found that the method of portfolio
percentage distribution using PMPT is the method with the
lowest mean return among the other methods. Furthermore,
the prediction of LSTM combined with MPT and PMPT
is found to increase the portfolio value, which also results
in an increasing mean return. In addition to mean return,
other measures such as Sortino Ratio and Ending Equity
also show a significant increase when compared to the usual
mathematical methods of MPT and PMPT. The use of LSTM,
which increases the mean return and the Sortino ratio, shows
that the increase in return does not increase the risk, but
rather reduces the existing risk. This shows that the addition
of LSTM not only increases the return, but also reduces the
risk of the investment portfolio itself.

V. CONCLUSION

Based on the results, we show that the RNN LSTM can
effectively predict the future closing prices of multiple in-
vestment instruments, including commodities, Bitcoin crypto
currency, and an Indonesian stock. This is shown by the fairly
low MSE and MAE. The lowest MSE and MAE are found in
gold investment instruments, with MSE of 0.0001 and MAE
of 0.007354.

Further, we integrate the price forecast using LSTM into
portfolio percentage distribution methods, such as MPT and
PMPT. We show that by considering the LSTM prediction,
we can increase the profit over the time. The best combination
is found using LSTM + PMPT with the highest Mean Return
of 0.002854, the highest Sortino Ratio of 0.192646 and the
highest Ending Equity of 499.973204. It is also found that
based on backtesting, the LSTM prediction in combination
with MPT and PMPT, may significantly increase the portfolio
values in 1 year and 7 months, reaching 500% of the initial
investment. It is also reported that LSTM prediction not only
increased profits but also reduced the risk of the investment
portfolio. This is indicated by the increase in mean return
along with the increase in sortino ratio. This result confirms
that the combination of LSTM prediction and PMPT method
may be used as an investment decision support system to
help investors in allocating the distribution of their investment
portfolio. Further research can be developed to predict the
future price of each instrument even more accurately. This can
be done by optimizing the sliding window size, implementing
multi-stage future predictions, and experimenting contempo-
rary machine learning models such as Transformers for price
prediction.
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Abstract—A keystroke dynamics is a simple example of a 
biometric authentication by using a typing rhythm on a 
keyboard without any special device. Previous research used 
Euclidean distance to distinguish between an authentic user and 
an imposter [1]. However, the Euclidean distance has a flaw in 
that a distance could be the same even though the keystroke 
rhythms are different. Therefore, this paper proposed to 
enhance the keystroke dynamics authentication by using a 
keystroke vector and calculating a standard deviation for each 
key to give different weights such that the variations of each 
keystroke is taking into account. A dataset is similar in [1] but 
some data is different. The performance was measured using 
Equal Error Rate (EER) and the result showed that the EER 
was 3.33%, compared to 4% in [1]. 

Keywords— Authentication, Euclidean distance, Keystroke 
dynamics, Keystroke vector dissimilarity 

I. INTRODUCTION 
Authentication is a technique to verify a user who is a 

genuine user or an imposter by using one of 3 factors, which 
are something you know, something you have, and something 
you are. In order to improve the authentication performance, 
two factor authentication is implemented in many systems. 
Normally, a password is used to authenticate as something you 
know but more security can be added by using something you 
have or something you are, such as a smartphone or a 
biometric, respectively. A keystroke dynamics is a simple 
example of biometric authentication by using a typing rhythm 
on a keyboard without any special device. 

In keystroke dynamics authentication (KDA), Euclidean 
distance is a simple method and widely used for measuring the 
distance between two points in order to distinguish between 
an authentic user and an imposter. However, a weakness of 
Euclidean distance is found that the distance is calculated 
without considering the sequences of keystrokes. It means that 
two people can input the same word with different keystroke 
rhythms but the distance could be similar. The problem is 
shown in Fig. 1. For this weakness, an imposter can still be 
authenticated as an authentic user such that the accuracy is 
low. 

 
Fig. 1. A weakness of Euclidean distance 

 In a literature, Wangsuk and Anusas-amornkul [1] 
proposed to create a master profile from 10 username inputs 
and verify a user using Euclidean distance. From the weakness 
that previously mentioned, this work proposed to overcome 
the problem by using a keystroke vector and calculating a  

standard deviation for each key to give different weights such 
that the variations of each keystroke is taking into account. 
The dataset for this work is the similar to the dataset in [1].  

The organization of this paper is as follows. The next 
section is a related work to introduce a background of 
keystroke dynamics and literature reviews on the keystroke 
dynamics. Section III explained the proposed work such as a 
keystroke dynamics vector, a master vector profile, and a 
verification technique. Next section discussed about 
experiments, performance metrics, and results from 
experiments. The last section is a conclusion and a future 
work. 

II. RELATED WORK 
In the literature, the keystroke dynamics authentication is 

still on-going research to improve the performance of 
authentication techniques. Several techniques have been 
proposed and can be categorized into 2 main techniques, 
which are statistical techniques and machine learning 
techniques. However, the background of keystroke dynamics 
is presented first. Then, statistical and machine learning 
techniques are explained later. 

 

A. Keystroke dynamic 
Keystroke dynamics concept was first introduced in 1975 

[2] by using keystroke rhythm from a keyboard to identify a 
person. It can be kept as a profile for authenticating a genuine 
user by analyzing keystroke rhythm [3]. Typical features of 
keystroke dynamics are:  

 
• Key hold time (H) which is time for pressing a key 

on a keyboard starting from pressing till releasing a 
key  

• Interkey time (I) which is time to change from one 
key to another key while typing by starting from 
releasing a key till pressing the next key  

• Latency (L) which is time for starting  pressing one 
key till starting pressing the next key.  
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In other words, the latency is the summation of key hold time 
and interkey time. The features of keystroke dynamics are 
shown in Fig. 2. 

 

 
Fig. 2. The features of keystroke dynamics 

B. Statistical techniques 
Statistical techniques were proposed for KDA for 

simplicity and less data usage. Wangsuk and Anusas-
amornkul [1] proposed to create a Master profile and compare 
with an input keystroke using a Euclidean distance and six 
sigma technique to verify a user. A dataset was collected from 
20 authentic users and 3 imposters with total of 1200 records 
of usernames. The performance was 4% Equal Error Rate 
(EER). Apatia, and et al.[4] proposed to use Generalized 
Fuzzy model (GFM), which is a combination of Mamdani-
Larsen and Takagi-Sugeno fuzzy models. It was tested with 
CMU dataset and the GFM model gave the best performance 
at 7.86% EER.  

Then, Foresi and Samavi [5] proposed to use a statistical 
method using an average and a standard deviation to create 
profiles. The best results were obtained in 2 cases. The first 
case gave False Acceptance Rate (FAR) at 0.0% and False 
Rejection Rate (FRR) at 2.54. The second case gave FAR at 
0.0% and FRR at 2.87%. The results showed that complex 
passwords could give lower FAR and increase the 
performance. Pramana, and et al. [6] proposed to use dynamic 
time warping with CMU dataset. The result showed that it 
gave FAR at 39.9%, FRR at 3.3%, and EER at 17.6%. 

 

C. Machine learning techniques 
Machine learning techniques for KDA were proposed in 

many literatures because of the popularity of Artificial 
intelligence (AI) but required a large amount of data for 
training. Lin and Chen [7] proposed to select 5 features and 
use one-class SVM for authentication for Chinese language 
data. The accuracy was 62.3%. Then, Chandok, and et al. [8] 
studied 5 statistical and machine learning algorithms. The 
best result was EER at 11.76% using Manhattan Scaled 
Detector algorithm, a statistical algorithm. 

Koh and Lai [9] proposed to use Artificial Bee Colony 
algorithm to classify a user. The keystroke features in this 
work were pressure, dwell time, and flight time. The accuracy 
was 90%. Cevik, and et al. [10] proposed to use tree-based 
algorithms with their own datasets and the accuracy was 94%. 
Piugie, and et al. [3] proposed to transform behavioral 
biometrics (time series) into 3 dimensional image to test 6 
deep learning algorithms. The best algorithm was GoogleNet 
algorithm that gave EER at 4.49%. Singh, and et al. [11] 
proposed to use XGBoost algorithm and other algorithms for 

keystroke dynamics authentication. The XGBoost gave the 
best performance at 93.59% accuracy. 

III. PROPOSED WORK 
From the weakness of Euclidean distance as mentioned in 

Section I. In this work, the objective is to improve the 
performance of KDA by using a keystroke vector and 
calculating a standard deviation for each key. A proposed 
work is designed and consisted of 5 parts, i.e. keystroke 
vector, vector normalizations, master vector and SD vector 
profile, master vector profile and modified input keystroke 
vector, and dissimilarity calculation. Fig. 3 shows the 
overview flow diagram of this work. 

 

 
Fig. 3. Overview of a proposed work 

 
Fig. 4. Example keystroke vector data with 4 input characters 

A. Keystroke vector 
In order to create a keystroke profile in this work, a 

keystroke vector is defined as a vector of keystroke features, 
i.e. Interkey time (I), and Latency (L), used for each key 
sequentially in milliseconds. The interkey time can be positive 

or negative number depending on how fast a user can type. 
Therefore, the interkey time for each key is added by the 
sequence number minus 1 such that all the interkey time is in 
term of  positive number as follow in [1]. A keystroke vector 
is created as shown in Fig. 4 In this example, there are four 
characters and the size of a vector is eight elements for one set 
of keystroke. Each character gives 2 elements of a keystroke 
vector. This example is used throughout the paper. 

 

B. Vector normalisation 
Since the keystroke features are varied from different 

users, all keystroke vectors have to be normalized first. There 
are 2 normalization methods, which are a Euclidean norm and 
a softmax function, in this work. 

 
1) Euclidean norm 
Euclidean norm is a mathematical function to measure a 

distance from an origin of a vector [12] as shown in (1), 
 

||𝑉𝑉||! = %𝑣𝑣"! + 𝑣𝑣!! +⋯+ 𝑣𝑣#!	 = *+ 𝑣𝑣$!
#

$%"
 (1) 

where V is a vector that needs to be measure.  

 In this work, the Euclidean norm is used to normalize each 
keystroke vector by dividing a keystroke vector with a 
Euclidean norm as shown in (2), 
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where n is eight from the example, since there are four keys 
and eight elements for this keystroke vector. Each user has the 
same value of n depending on the number of characters of a 
username. 

2) Softmax function 
A softmax function is a mathematical function that is 

widely used in deep learning that involved with a 
classification problem. This function is to transform a set of 
numbers to a probability [13] as shown in (3). 
 

𝜎𝜎(𝑧𝑧)$ =	
𝑒𝑒&!

∑ 𝑒𝑒&"'
(%"

 (3) 

where 𝜎𝜎 is a softmax function, 𝑧𝑧	is an input vector, 𝒆𝒆𝒛𝒛𝒊𝒊  is a 
standard exponential function for each feature within the 
input vector, 𝐾𝐾 is a number of classes but in this work it is a 
number of input vector, and ∑ 𝒆𝒆𝒛𝒛𝒋𝒋𝑲𝑲

𝒋𝒋%𝟏𝟏  is a summation of all 
standard exponential function for each feature within the 
input vector. 
 

In this work, the softmax function is used to create a 
Standard Deviation (SD) vector profile (see next section). 

 

C. Master vector and SD vector profile 
1) Master vector 

A master vector is created by using 10 user inputs of 
a username from a user as in [1] in order to create a master 
vector. The master vector is defined in (4). 
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where ℓ!-#./0  is Euclidean norm, and 𝑛𝑛  is number of 
keystroke vector, in this case 𝑛𝑛 = 10 for 10 repetitions for 
creating a master vector. 

 
2) SD vector profile 
SD vector profile is created from standard deviations of 

interkey time and latency for each key with 10 repetitions of 
a username typing. A softmax function is used in order to gain 
a value between 0 and 1. A standard deviation is calculated 
using (5). 
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SD vector is a vector of all standard deviation for each 

dimension in a master vector as shown in (6). 
 

𝑆𝑆𝑆𝑆	𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣	 =		
			[𝑆𝑆(𝐴𝐴)), 𝑆𝑆(𝐴𝐴*), 𝑆𝑆(𝐵𝐵)), 𝑆𝑆(𝐵𝐵*), 𝑆𝑆(𝐶𝐶)), 𝑆𝑆(𝐶𝐶*), 𝑆𝑆(𝑆𝑆)), 𝑆𝑆(𝑆𝑆*)] 

(6) 

 
where 𝐴𝐴1 , 𝐵𝐵1 , 𝐶𝐶1 , 𝐷𝐷1  are interkey time for each key (4 
characters in this example). 𝐴𝐴2 , 𝐵𝐵2 , 𝐶𝐶2 , 𝐷𝐷2 are latency for each 
key (four characters in this example). 
 

SD vector profile is a modified SD vector using a softmax 
function for adding weights for each keystroke element. A 
result from the softmax function for each element is added by 
1. The SD vector profile is shown in (7). 
 

𝑆𝑆𝐷𝐷	𝑣𝑣𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀	𝑝𝑝𝑀𝑀𝑣𝑣𝑝𝑝𝐴𝐴𝑝𝑝𝑒𝑒 =	

					T
𝜎𝜎(𝑆𝑆𝐷𝐷	𝑉𝑉𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀") + 1,
𝜎𝜎	(𝑆𝑆𝐷𝐷	𝑉𝑉𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀!) + 1 ,
… , 𝜎𝜎	(𝑆𝑆𝐷𝐷	𝑉𝑉𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀') + 1

V (7) 

 
where 𝜎𝜎  is a softmax function, and 𝐾𝐾  is the number of 
elements a keystroke vector (𝐾𝐾 = 8 in this example). 
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or negative number depending on how fast a user can type. 
Therefore, the interkey time for each key is added by the 
sequence number minus 1 such that all the interkey time is in 
term of  positive number as follow in [1]. A keystroke vector 
is created as shown in Fig. 4 In this example, there are four 
characters and the size of a vector is eight elements for one set 
of keystroke. Each character gives 2 elements of a keystroke 
vector. This example is used throughout the paper. 

 

B. Vector normalisation 
Since the keystroke features are varied from different 

users, all keystroke vectors have to be normalized first. There 
are 2 normalization methods, which are a Euclidean norm and 
a softmax function, in this work. 

 
1) Euclidean norm 
Euclidean norm is a mathematical function to measure a 

distance from an origin of a vector [12] as shown in (1), 
 

||𝑉𝑉||! = %𝑣𝑣"! + 𝑣𝑣!! +⋯+ 𝑣𝑣#!	 = *+ 𝑣𝑣$!
#

$%"
 (1) 

where V is a vector that needs to be measure.  

 In this work, the Euclidean norm is used to normalize each 
keystroke vector by dividing a keystroke vector with a 
Euclidean norm as shown in (2), 
 

ℓ!"#$%&(𝑉𝑉) =
𝑉𝑉

‖𝑉𝑉‖!
= (

𝑣𝑣'
||𝑉𝑉||!

,
𝑣𝑣!

||𝑉𝑉||!
,
𝑣𝑣(

||𝑉𝑉||!
, … ,

𝑣𝑣#
||𝑉𝑉||!

) (2) 

 
where n is eight from the example, since there are four keys 
and eight elements for this keystroke vector. Each user has the 
same value of n depending on the number of characters of a 
username. 

2) Softmax function 
A softmax function is a mathematical function that is 

widely used in deep learning that involved with a 
classification problem. This function is to transform a set of 
numbers to a probability [13] as shown in (3). 
 

𝜎𝜎(𝑧𝑧)$ =	
𝑒𝑒&!

∑ 𝑒𝑒&"'
(%"

 (3) 

where 𝜎𝜎 is a softmax function, 𝑧𝑧	is an input vector, 𝒆𝒆𝒛𝒛𝒊𝒊  is a 
standard exponential function for each feature within the 
input vector, 𝐾𝐾 is a number of classes but in this work it is a 
number of input vector, and ∑ 𝒆𝒆𝒛𝒛𝒋𝒋𝑲𝑲

𝒋𝒋%𝟏𝟏  is a summation of all 
standard exponential function for each feature within the 
input vector. 
 

In this work, the softmax function is used to create a 
Standard Deviation (SD) vector profile (see next section). 

 

C. Master vector and SD vector profile 
1) Master vector 

A master vector is created by using 10 user inputs of 
a username from a user as in [1] in order to create a master 
vector. The master vector is defined in (4). 

 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀	𝑣𝑣𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀 =	

				

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡∑ ℓ!-#./0 ? 𝐴𝐴𝐴𝐴1

1000C
#
$%"

𝑛𝑛 ,
∑ ℓ!-#./0 ? 𝐴𝐴𝐴𝐴2

1000C
#
$%"

𝑛𝑛 ,

∑ ℓ!-#./0 ? 𝐵𝐵𝐴𝐴1
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#
$%"

𝑛𝑛 ,
∑ ℓ!-#./0 ? 𝐵𝐵𝐴𝐴21000C
#
$%"
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∑ ℓ!-#./0 ? 𝐶𝐶𝐴𝐴1
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#
$%"

𝑛𝑛 ,
∑ ℓ!-#./0(

𝐶𝐶𝐴𝐴2
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#
$%" )

𝑛𝑛 ,

∑ ℓ!-#./0(
𝐷𝐷𝐴𝐴1
1000

#
$%" )

𝑛𝑛 ,
∑ ℓ!-#./0(

𝐷𝐷𝐴𝐴2
1000)

#
$%"

𝑛𝑛 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (4) 

 
where ℓ!-#./0  is Euclidean norm, and 𝑛𝑛  is number of 
keystroke vector, in this case 𝑛𝑛 = 10 for 10 repetitions for 
creating a master vector. 

 
2) SD vector profile 
SD vector profile is created from standard deviations of 

interkey time and latency for each key with 10 repetitions of 
a username typing. A softmax function is used in order to gain 
a value between 0 and 1. A standard deviation is calculated 
using (5). 

 

𝑆𝑆 = 	M
1

𝑛𝑛 − 1+(𝑥𝑥$ − �̅�𝑥)!
#

$%"

 (5) 

 
SD vector is a vector of all standard deviation for each 

dimension in a master vector as shown in (6). 
 

𝑆𝑆𝑆𝑆	𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣	 =		
			[𝑆𝑆(𝐴𝐴)), 𝑆𝑆(𝐴𝐴*), 𝑆𝑆(𝐵𝐵)), 𝑆𝑆(𝐵𝐵*), 𝑆𝑆(𝐶𝐶)), 𝑆𝑆(𝐶𝐶*), 𝑆𝑆(𝑆𝑆)), 𝑆𝑆(𝑆𝑆*)] 

(6) 

 
where 𝐴𝐴1 , 𝐵𝐵1 , 𝐶𝐶1 , 𝐷𝐷1  are interkey time for each key (4 
characters in this example). 𝐴𝐴2 , 𝐵𝐵2 , 𝐶𝐶2 , 𝐷𝐷2 are latency for each 
key (four characters in this example). 
 

SD vector profile is a modified SD vector using a softmax 
function for adding weights for each keystroke element. A 
result from the softmax function for each element is added by 
1. The SD vector profile is shown in (7). 
 

𝑆𝑆𝐷𝐷	𝑣𝑣𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀	𝑝𝑝𝑀𝑀𝑣𝑣𝑝𝑝𝐴𝐴𝑝𝑝𝑒𝑒 =	
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𝜎𝜎(𝑆𝑆𝐷𝐷	𝑉𝑉𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀") + 1,
𝜎𝜎	(𝑆𝑆𝐷𝐷	𝑉𝑉𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀!) + 1 ,
… , 𝜎𝜎	(𝑆𝑆𝐷𝐷	𝑉𝑉𝑒𝑒𝑣𝑣𝑀𝑀𝑣𝑣𝑀𝑀') + 1

V (7) 

 
where 𝜎𝜎  is a softmax function, and 𝐾𝐾  is the number of 
elements a keystroke vector (𝐾𝐾 = 8 in this example). 
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SD vector profile is added to the work in order to solve a 
weakness of a Euclidean distance which doesn’t considered 
the variations of input data for similarity distance calculation 
by adding a weight for each feature. If the SD value is small, 
it means that the weight should be small and vice versa such 
that it can greatly enhance a user keystroke rhythm data. SD 
vector is applied to a Master vector and also an input 
keystroke vector before calculating a similarity or distance 
value. 

D. Master vector profile and modified input keystroke 
vector 
In this work, a keystroke vector is modified before 

calculating a Euclidean distance. 
 
1) Master vector profile 
A master vector profile is a keystroke dynamics profile 

for each user with the enhancement of the weakness of 
Euclidean distance. The master vector profile is calculated 
from a multiplication between a master vector and a SD 
vector profile as shown in (8). 
 

Master vector profile = 
                 master vector x SD vector profile (8) 

 
2) Modified input keystroke vector 
In a verification process, a user needs to type in his/her 

username and the keystroke dynamics features are kept in an 
input keystroke vector. However, the vector has yet been 
compared with a master vector profile. The input keystroke 
vector has to be modified by multiplying with the SD vector 
profile, called modified input keystroke vector as shown in 
(9). 

 
Modified input keystroke vector =  
                Input keystroke vector x SD vector profile (9) 

 
The modified input keystroke vector is making the 

verification process easier to identify an authentic user or an 
imposter. 
 

E. Verification process 
The verification process is used to validate a user who is 

an authentic user or an imposter using a Euclidean distance. 
A user verification process is done to verify a user from 
keystroke dynamics. 

 
1) Euclidean distance 
Euclidean distance is a technique to measure a distance 

between 2 vectors [14]. It is used in many applications 
including keystroke dynamics authentication. A Euclidean 
distance in n dimensional space [15] is shown in (10). 

 
𝑑𝑑(𝑃𝑃, 𝑄𝑄) =		
      Z(𝑞𝑞" − 𝑝𝑝")! +	(𝑞𝑞! − 𝑝𝑝!)! +⋯+ (𝑞𝑞# − 𝑝𝑝#)! (10) 

 

Where 𝑃𝑃 , 𝑄𝑄  are vectors to measure distance and 𝑛𝑛  is the 
number of features in a vector. 
 

2) Verification process 
The verification process is similar to the process in [1]. 

Important parameters are explained as follows. 
 
a) Adiss 

Adiss is a result from calculating a Euclidean distance 
between a master vector profile and a modified input 
keystroke vector, as shown in (11). 

 
𝐴𝐴3$44 = 𝑑𝑑(𝑃𝑃, 𝑄𝑄) (11) 

 
where d is a Euclidean distance, P is a master vector 
profile, and Q is a modified input keystroke vector. 

 
b) BAvDiss 

 BAvDiss is an average of Euclidean distance between 
each repetition and a master vector profile [1] as shown 
in  (12). 

 

𝐵𝐵567$44 =
∑ 𝑑𝑑(𝑄𝑄, 𝑣𝑣$)#
$%"

𝑛𝑛   (12) 

 
where 𝑄𝑄  is a master vector profile, 𝑣𝑣i is a master 
keystroke vector at i repetition, and 𝑛𝑛 is a number of 
repetitions (n = 10). 

 
c) BStdDiss 

 BStdDiss is a standard deviation of Euclidean distance 
between each repetition and a master vector profile [1] 
as shown in (13). 

 

𝐵𝐵8937$44 =	*
∑ (𝑑𝑑(𝑞𝑞, 𝑣𝑣$) − 𝐵𝐵567$44)#
$%"

𝑛𝑛 − 1  (13) 

where 𝑞𝑞  is a master vector profile, 𝑣𝑣i is a master 
keystroke vector at i repetition, and 𝑛𝑛 is a number of 
repetitions (n = 10). 

 
d) Sigma 

 Sigma is an allowance factor. It is originally used in 
six sigma theory with the sigma = 3. In this work, the 
sigma is modified to find a minimum Equal Error Rate 
(EER) explained in the next section. 

 
e) Verification equation 

 In order to verify a user, the verification equation is 
defined in (14) [1]. 
  

𝑓𝑓(𝑥𝑥) =	

								\
0; 𝑖𝑖𝑓𝑓(𝐴𝐴3$44 > [𝐵𝐵567$44 + (𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 ∗ 𝐵𝐵4937$44)]
1; 𝑖𝑖𝑓𝑓(𝐴𝐴3$44 ≤ [𝐵𝐵567$44 + (𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 ∗ 𝐵𝐵4937$44)]

 (14) 

 
From (14), if the f(x) = 0, the system indicates that 

the user is an imposter. However, if f(x) = 1, it means 
that the user is an authentic user. 

 

IV. EXPERIMENTS AND DISCUSSION 

A. Dataset 
In this work, a dataset is similar to a dataset in [1] but 

some data is different. The dataset was collected from 18 
users, which were 15 authentic users and 3 imposters. Each 
authentic user typed his/her username in 2 sets. Each user 
typed in username 10 times for each set. An imposter typed 
in each authentic username 30 times. The total number of 
keystroke data is 1,650 records, 300 records from 15 
authentic users and 1,350 records from 3 imposters. 

 

B. Performance metrics 
Typical performance metrics for keystroke dynamics 

authentication are False Acceptance Rate (FAR), False 
Rejection Rate (FRR), Equal Error Rate (EER), and accuracy. 
FAR is a percentage between the number of accepted 
imposter and the number of total imposter attempts, as shown 
in (15). 

 

𝐹𝐹𝐹𝐹𝐹𝐹 =	
𝐹𝐹𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴	𝐼𝐼𝐼𝐼𝐴𝐴𝐼𝐼𝐼𝐼𝐴𝐴𝐴𝐴𝐼𝐼

𝑇𝑇𝐼𝐼𝐴𝐴𝑇𝑇𝑇𝑇	𝐼𝐼𝐼𝐼𝐴𝐴𝐼𝐼𝐼𝐼𝐴𝐴𝐼𝐼𝐼𝐼	𝐹𝐹𝐴𝐴𝐴𝐴𝐴𝐴𝐼𝐼𝐴𝐴	× 100 (15) 

 
FRR is a percentage between the number of rejected authentic 
users and total user attempts as shown in (16). 
 

𝐹𝐹𝐹𝐹𝐹𝐹 =	
𝐹𝐹𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴	𝐹𝐹𝐴𝐴𝐴𝐴ℎ𝐴𝐴𝑒𝑒𝐴𝐴𝑒𝑒𝐴𝐴	𝑈𝑈𝐼𝐼𝐴𝐴𝐼𝐼
𝑇𝑇𝐼𝐼𝐴𝐴𝑇𝑇𝑇𝑇	𝑈𝑈𝐼𝐼𝐴𝐴𝐼𝐼	𝐹𝐹𝐴𝐴𝐴𝐴𝐴𝐴𝐼𝐼𝐴𝐴		 × 100 (16) 

 
EER is a point where the FAR and FRR are equal or closest 
to each other as shown in Fig. 5. 

 
Fig. 5. The relationship of FAR, FRR, and EER 

Accuracy is a percentage of a model to identify an authentic 
user correctly as shown in (17). 
 

𝐹𝐹𝐴𝐴𝐴𝐴𝐴𝐴𝐼𝐼𝑇𝑇𝐴𝐴𝐴𝐴 = 100 − 𝐸𝐸𝐸𝐸𝐹𝐹 (17) 

C. Results 
From the verification equation, a sigma or an allowance 

factor is varied using 0.001 significant level in order to find a 
minimum EER as shown in Fig. 5. Results from the proposed 
work gave EER at 3.33% (FAR = 3.33% and FRR = 3.33%) 
with the 2.872 allowance factor. It means that the accuracy 
for this work is 96.67% compared to 96% in [1]. 
 

D. Comparison 
This proposed work is to solve a Euclidean distance 

problem by using a Euclidean norm and a softmax function 
to create a master vector profile and a SD vector profile, 
which gives the variation as a weight for each vector element. 
Table I shows a comparison of the results from literature and 
this proposed technique. 

TABLE I.  COMPARISON RESULTS 

Reference Technique Dataset EER(%) ACC(%) 

[1] Trajectory 
Dissimilarity 

Author 
Dataset 4% 96% 

[6] 

Generalized 
Fuzzy 
Model 
(GFM) 

CMU 
Dataset 7.86 - 

[4] 
Mean , 

Standard 
Deviation 

Author 
Dataset - - 

[5] 
dynamic 

time 
warping 

CMU 
Dataset 17.6% - 

[7] One-Class 
SVM 

Chinese 
keystrokes - 62.3% 

[8] 
Manhattan 

Scaled 
Detector 

CMU 
Dataset 11.76% - 

[9] 
Artificial 

Bee Colony 
algorithm 

Author 
Dataset - 90% 

[10] tree-based 
algorithms 

Author 
Dataset - 94% 

[3] Google Net Author 
Dataset 4.49% - 

[11] XGBoost 
Algorithm 

Author 
Dataset - 93.59% 

Proposed 
Technique 

Keystroke 
Vectors [1]* 3.33% 96.67% 

Note: * The dataset has some different data from the original 
work. 

V. CONCLUSION 
Keystroke dynamic authentication (KDA) is one of the 

biometric authentication methods that do not require special 
devices. It only needs a keyboard for collecting typing 
rhythms. Several researchers have proposed to use KDA by 
using statistical and machine learning techniques. In this 
work, the statistical technique is proposed to solve a 
weakness of Euclidean distance and improve the performance 
of the previous work in [1]. The proposed technique is to 
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From (14), if the f(x) = 0, the system indicates that 

the user is an imposter. However, if f(x) = 1, it means 
that the user is an authentic user. 

 

IV. EXPERIMENTS AND DISCUSSION 

A. Dataset 
In this work, a dataset is similar to a dataset in [1] but 

some data is different. The dataset was collected from 18 
users, which were 15 authentic users and 3 imposters. Each 
authentic user typed his/her username in 2 sets. Each user 
typed in username 10 times for each set. An imposter typed 
in each authentic username 30 times. The total number of 
keystroke data is 1,650 records, 300 records from 15 
authentic users and 1,350 records from 3 imposters. 

 

B. Performance metrics 
Typical performance metrics for keystroke dynamics 

authentication are False Acceptance Rate (FAR), False 
Rejection Rate (FRR), Equal Error Rate (EER), and accuracy. 
FAR is a percentage between the number of accepted 
imposter and the number of total imposter attempts, as shown 
in (15). 
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EER is a point where the FAR and FRR are equal or closest 
to each other as shown in Fig. 5. 
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Accuracy is a percentage of a model to identify an authentic 
user correctly as shown in (17). 
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C. Results 
From the verification equation, a sigma or an allowance 

factor is varied using 0.001 significant level in order to find a 
minimum EER as shown in Fig. 5. Results from the proposed 
work gave EER at 3.33% (FAR = 3.33% and FRR = 3.33%) 
with the 2.872 allowance factor. It means that the accuracy 
for this work is 96.67% compared to 96% in [1]. 
 

D. Comparison 
This proposed work is to solve a Euclidean distance 

problem by using a Euclidean norm and a softmax function 
to create a master vector profile and a SD vector profile, 
which gives the variation as a weight for each vector element. 
Table I shows a comparison of the results from literature and 
this proposed technique. 

TABLE I.  COMPARISON RESULTS 
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[1] Trajectory 
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Model 
(GFM) 

CMU 
Dataset 7.86 - 

[4] 
Mean , 

Standard 
Deviation 

Author 
Dataset - - 

[5] 
dynamic 

time 
warping 

CMU 
Dataset 17.6% - 

[7] One-Class 
SVM 

Chinese 
keystrokes - 62.3% 

[8] 
Manhattan 

Scaled 
Detector 

CMU 
Dataset 11.76% - 

[9] 
Artificial 

Bee Colony 
algorithm 

Author 
Dataset - 90% 

[10] tree-based 
algorithms 

Author 
Dataset - 94% 

[3] Google Net Author 
Dataset 4.49% - 

[11] XGBoost 
Algorithm 

Author 
Dataset - 93.59% 

Proposed 
Technique 

Keystroke 
Vectors [1]* 3.33% 96.67% 

Note: * The dataset has some different data from the original 
work. 

V. CONCLUSION 
Keystroke dynamic authentication (KDA) is one of the 

biometric authentication methods that do not require special 
devices. It only needs a keyboard for collecting typing 
rhythms. Several researchers have proposed to use KDA by 
using statistical and machine learning techniques. In this 
work, the statistical technique is proposed to solve a 
weakness of Euclidean distance and improve the performance 
of the previous work in [1]. The proposed technique is to 
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create a master vector profile and SD vector profile in order 
to give a weight for each key and improve the similarity 
distance. By using the dataset in [1], the experimental result 
showed that the EER was decreased from 4% to 3.33%. 
However, the EER could be improved. In the future, this 
method can be modified to enhance the EER and investigated 
to use with a smartphone (on-screen) keyboard and other 
types of keyboards. 
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Abstract—Human activity recognition (HAR) has become a
hot topic in artificial intelligence research due to the rapid
development of smart wearable technologies. The goal of HAR is
to accurately identify human actions using various data sources,
such as video, images, and sensor data from wearable devices.
Recent research in HAR has achieved promising results using
learning-based methods, especially deep learning techniques.
However, achieving state-of-the-art results remains a challenge
for researchers. This study proposes a new approach to HAR
that uses deep learning to classify human activities from smart-
watch sensor data. We propose the use of a one-dimensional
deep pyramidal residual network (1D-PyramidNet) for accurate
human action identification. We evaluate the performance of
our model against baseline models using the DHA dataset, a
benchmark dataset for HAR that includes wristwatch sensor
data for 11 complex human activities. The experimental results
show that our 1D-PyramidNet model outperforms the baseline
models, including CNN, LSTM, BiLSTM, GRU, and BiGRU.
This confirms that the use of 1D-PyramidNet can improve
the identification capabilities of HAR systems, achieving a
maximum accuracy of 96.64%.

Keywords—smartwatch sensor, human activity recognition,
deep learning, pyramidal residual network, wearable sensor

I. INTRODUCTION

Human activity recognition (HAR) is a rapidly growing
field of research in artificial intelligence [1], [2]. Recent
advances in HAR have led to the development of a variety of
applications in healthcare and other domains, such as sport
performance evaluation [3]–[6], rehabilitation monitoring [7],
and abnormal activity detection [8], [9]. The development
of smart wearable technology has played a major role in
the growth of HAR research [10]. These devices provide a
convenient and reliable way to collect large amounts of data
about human activity. Smartphones and smartwatches are two
of the most popular wearable devices, and they are equipped
with a variety of sensors that can be used for HAR, such as
accelerometers, gyroscopes, and magnetometers.

Wearable devices, such as smartphones and smartwatches,
have become essential tools in our daily lives, gaining
even greater importance due to continuous technological
advancements. These wearables are continuously evolving,

aligning themselves more closely with consumers’ needs
and preferences. Manufacturers enhance their utility and
performance by incorporating additional components and
sensors into these devices [2]. The role of sensors in wear-
able technology has become increasingly significant as the
technology becomes more sophisticated and attuned to its
environment. Consequently, a vast majority of smartphones
are now equipped with a wide array of integrated sensors.
These sensors play a crucial role in collecting extensive
amounts of data related to an individual’s everyday activities
and lifestyle [11].

In the last ten years, there has been a notable rise in the
adoption of machine learning (ML) and deep learning (DL)
techniques in the realm of HAR research [12]–[20]. However,
the application of ML has faced limitations, particularly in
the realm of feature extraction. This process has historically
depended on human experts to pinpoint significant features
within unprocessed sensor data. To overcome this limitation,
a solution has been found by integrating convolutional opera-
tions at the onset of identification models. This incorporation
facilitates the automatic extraction of features within DL
systems, effectively addressing the constraint.

Recent research strongly indicates that techniques rooted
in DL consistently outperform various traditional ML al-
gorithms across a wide range of fields, including machine
vision and audio characterization [21]. Deep neural networks
(DNNs) possess the ability to utilize convolutional neural net-
works (CNNs) as tools for representing features [22]. This is
achieved by progressively integrating multiple convolutional
operations, which results in the construction of a hierarchical
structure encompassing increasingly intricate aspects. The
algorithms in this category exhibit the autonomy to inde-
pendently learn such intricate feature patterns. Challenges
related to time series data find effective resolution through
the application of recurrent networks that incorporate long
short-term memory (LSTM) cells, a specific type of recurrent
system adept at handling sequential data [23]. By combining
CNNs with LSTM networks within a unified architecture,
there’s the potential to achieve cutting-edge performance in
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the field of speech identification. This architectural approach
facilitates the incorporation of contextual interactions among
components obtained through convolutional techniques. Nev-
ertheless, it’s important to note that the predominant focus
of research in the realm of HAR remains centered around
identifying fundamental actions or routine operations that
occur regularly.

This study introduces an innovative deep pyramidal resid-
ual network named 1D-PyramidNet, designed specifically
for intricate HAR. The efficacy of this novel network was
comprehensively assessed in comparison to established DL
models such as CNN, LSTM, Bidirectional LSTM (BiL-
STM), Gated recurrent unit (GRU), and Bidirectional GRU
(BiGRU). This comparative analysis employed the widely
acknowledged DHA dataset as the benchmark public dataset.
The results of the experiments indicate that incorporating the
1D-PyramidNet significantly improves the accuracy of HAR
compared to the other models.

II. THE SENSOR-BASED HAR FRAMEWORK

The methodology utilized in this study revolves around the
sensor-based HAR framework. This comprehensive frame-
work involves four main stages: data collection, data pre-
processing, data augmentation, and the development and
assessment of models. These stages are visually depicted in
Fig. 1.

A. Daily Human Activity (DHA) Dataset

The Daily Human Activity (DHA) dataset [24] is pro-
vided by the School of Electrical Engineering at Kookmin
University in the Republic of Korea. This dataset originates
from two willing participants who wore an Apple Watch
smartwatch on their dominant hand for a continuous period of
four weeks. Throughout this time frame, they were instructed
to carry out 11 designated tasks as part of a predefined
protocol. The intention behind this setup was to ensure that
the users did not engage in multiple tasks simultaneously,
maintaining a focused approach.

The smartwatch used for data capture was equipped with
a tri-axial accelerometer, which allowed for the recording
of activity data. The data collection was performed at a
consistent rate of 10 Hz. Each of the specified exercises was
conducted in three distinct settings. Within workplace sce-
narios, the study analyzed five potential activities. In kitchen
environments, three activities were considered. Additionally,
the study explored three outdoor activities.

Once the accelerometer data and corresponding activity
labels were gathered, the smartwatch transmitted this infor-
mation to an Apple iPhone smartphone via Bluetooth con-
nectivity. For a detailed breakdown of the sample quantities
for each activity, refer to Table I.

Fig. 2 depicts a visual representation of accelerometer data
obtained from different tasks in the DHA dataset.

B. Data Pre-processing

The raw sensor data went through essential data pre-
processing steps, which primarily encompassed noise elim-
ination and data normalization. Before the data underwent

TABLE I
A LIST OF ACTIVITIES IN DHA DATASET

Activity Abbreviates Location Number of Raw
for this work Accelerometer Data

Office work Ow Office 62,711
Reading Re Office 36,976
Writing Wr Office 27,677
Taking a rest Tr Office 31,265
Playing a game Pg Office 51,906
Eating Ea Kitchen 46,155
Cooking Co Kitchen 10,563
Washing dishes Wd Kitchen 10,712
Walking Wa Outdoors 25,768
Running Ru Outdoors 6,452
Taking a transport Tt Outdoors 28,483

segmentation, it underwent preprocessing procedures. This
segmentation approach employed consistent-width sliding
frames lasting 10 seconds, incorporating a 50% overlap
between consecutive frames, as depicted in Fig. 3.

C. Deep Learning Models

After the completion of data pre-processing, the data is
subsequently employed to implement classification models
rooted in the realm of DL. This approach entails construct-
ing computational models comprising multiple layers that
undergo progressive processing, with the goal of gaining in-
sights into data representation at various levels of abstraction.
These layered representations are constructed in a manner
that links them to representations from preceding levels,
facilitating the evolution of complex concepts from simpler
ones. This research focuses on establishing foundational
DL models, specifically those based on LSTM, GRU, and
CNN. The models created in this study leverage the Adam
optimizer in conjunction with the Categorical Cross-Entropy
loss function.

This study introduces a novel one-dimensional pyramidal
network, termed as 1D-PyramidNet, which is illustrated in
Fig. 4. The main purpose of this network is to accurately
classify road types using data gathered from wearable sensors
integrated into smart glasses. The foundation of the 1D-
PyramidNet is rooted in Han’s deep pyramidal residual
networks (DPRN) introduced in 2017 [25].

The 1D-PyramidNet enhances the performance of the
residual unit model by optimizing it with principles from
the residual network paradigm. At its core, the pyramidal
network focuses on gradually increasing the feature map
dimension in a progressive manner, rather than abruptly
elevating it at each residual unit alongside down-sampling.
Many deep CNN designs commonly adopt an approach
where there’s a sudden spike in feature map dimensions fol-
lowing a drop in size. Moreover, the feature map dimensions
remain static until reaching a down-sampling layer.

To address this limitation, the network employs an in-
cremental strategy for expanding feature map dimensions.
Instead of doubling them within a single residual unit, the
dimensions progressively grow. This tactic aims to distribute
the computational load associated with feature map expan-
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the field of speech identification. This architectural approach
facilitates the incorporation of contextual interactions among
components obtained through convolutional techniques. Nev-
ertheless, it’s important to note that the predominant focus
of research in the realm of HAR remains centered around
identifying fundamental actions or routine operations that
occur regularly.

This study introduces an innovative deep pyramidal resid-
ual network named 1D-PyramidNet, designed specifically
for intricate HAR. The efficacy of this novel network was
comprehensively assessed in comparison to established DL
models such as CNN, LSTM, Bidirectional LSTM (BiL-
STM), Gated recurrent unit (GRU), and Bidirectional GRU
(BiGRU). This comparative analysis employed the widely
acknowledged DHA dataset as the benchmark public dataset.
The results of the experiments indicate that incorporating the
1D-PyramidNet significantly improves the accuracy of HAR
compared to the other models.

II. THE SENSOR-BASED HAR FRAMEWORK

The methodology utilized in this study revolves around the
sensor-based HAR framework. This comprehensive frame-
work involves four main stages: data collection, data pre-
processing, data augmentation, and the development and
assessment of models. These stages are visually depicted in
Fig. 1.

A. Daily Human Activity (DHA) Dataset

The Daily Human Activity (DHA) dataset [24] is pro-
vided by the School of Electrical Engineering at Kookmin
University in the Republic of Korea. This dataset originates
from two willing participants who wore an Apple Watch
smartwatch on their dominant hand for a continuous period of
four weeks. Throughout this time frame, they were instructed
to carry out 11 designated tasks as part of a predefined
protocol. The intention behind this setup was to ensure that
the users did not engage in multiple tasks simultaneously,
maintaining a focused approach.

The smartwatch used for data capture was equipped with
a tri-axial accelerometer, which allowed for the recording
of activity data. The data collection was performed at a
consistent rate of 10 Hz. Each of the specified exercises was
conducted in three distinct settings. Within workplace sce-
narios, the study analyzed five potential activities. In kitchen
environments, three activities were considered. Additionally,
the study explored three outdoor activities.

Once the accelerometer data and corresponding activity
labels were gathered, the smartwatch transmitted this infor-
mation to an Apple iPhone smartphone via Bluetooth con-
nectivity. For a detailed breakdown of the sample quantities
for each activity, refer to Table I.

Fig. 2 depicts a visual representation of accelerometer data
obtained from different tasks in the DHA dataset.

B. Data Pre-processing

The raw sensor data went through essential data pre-
processing steps, which primarily encompassed noise elim-
ination and data normalization. Before the data underwent

TABLE I
A LIST OF ACTIVITIES IN DHA DATASET

Activity Abbreviates Location Number of Raw
for this work Accelerometer Data

Office work Ow Office 62,711
Reading Re Office 36,976
Writing Wr Office 27,677
Taking a rest Tr Office 31,265
Playing a game Pg Office 51,906
Eating Ea Kitchen 46,155
Cooking Co Kitchen 10,563
Washing dishes Wd Kitchen 10,712
Walking Wa Outdoors 25,768
Running Ru Outdoors 6,452
Taking a transport Tt Outdoors 28,483

segmentation, it underwent preprocessing procedures. This
segmentation approach employed consistent-width sliding
frames lasting 10 seconds, incorporating a 50% overlap
between consecutive frames, as depicted in Fig. 3.

C. Deep Learning Models

After the completion of data pre-processing, the data is
subsequently employed to implement classification models
rooted in the realm of DL. This approach entails construct-
ing computational models comprising multiple layers that
undergo progressive processing, with the goal of gaining in-
sights into data representation at various levels of abstraction.
These layered representations are constructed in a manner
that links them to representations from preceding levels,
facilitating the evolution of complex concepts from simpler
ones. This research focuses on establishing foundational
DL models, specifically those based on LSTM, GRU, and
CNN. The models created in this study leverage the Adam
optimizer in conjunction with the Categorical Cross-Entropy
loss function.

This study introduces a novel one-dimensional pyramidal
network, termed as 1D-PyramidNet, which is illustrated in
Fig. 4. The main purpose of this network is to accurately
classify road types using data gathered from wearable sensors
integrated into smart glasses. The foundation of the 1D-
PyramidNet is rooted in Han’s deep pyramidal residual
networks (DPRN) introduced in 2017 [25].

The 1D-PyramidNet enhances the performance of the
residual unit model by optimizing it with principles from
the residual network paradigm. At its core, the pyramidal
network focuses on gradually increasing the feature map
dimension in a progressive manner, rather than abruptly
elevating it at each residual unit alongside down-sampling.
Many deep CNN designs commonly adopt an approach
where there’s a sudden spike in feature map dimensions fol-
lowing a drop in size. Moreover, the feature map dimensions
remain static until reaching a down-sampling layer.

To address this limitation, the network employs an in-
cremental strategy for expanding feature map dimensions.
Instead of doubling them within a single residual unit, the
dimensions progressively grow. This tactic aims to distribute
the computational load associated with feature map expan-

Fig. 1. The HAR framework based on smartwatch sensors used in this work.

������� ����
��
��
��
��
��
�
��

��
� �

���

����

���

�������������� ������������������������ ��

������� ���

������� ������������������������ ��

������� ���

������� ������������������������ ��

������� ����
��
��
��
��
��
�
��

��
� �

����

����

�����

������������� ������������������������ ��

������� ���

�������������� ������������������������ ��

������� ���

������ ������������������������ ��

�����

����

����

�����

����

����

���

����

���

�

����

�

������� ����
��
��
��
��
��
�
�

��
� �

���

����

���

������� ������������������������ ��

������� ���

������� ������������������������ ��

������� ���

������� ������������������������ ��

������� ����
��
��
��
��
��
�
�

��
� �




��

�

�	����� ������������������������ ��

������� ���

������������������ ������������������������ ��

����

���

���

����

���

���

�

��

�

Fig. 2. Some samples of 11 daily human activities from DHA dataset.
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Fig. 3. A fixed-width Sliding window segmentation .

sion more evenly. The architecture’s conceptual framework
involves systematically increasing the channel count as the
layer deepens, creating a pyramid-like design that broadens
from its peak downwards.

In our investigation, we chose the proposed 1D-
PyramidNet model, which leverages the additive PyramidNet
model to incrementally augment the feature map dimension

geometrically.
The network design combines simple and residual net-

works using zero-padded identity-mapping shortcuts to el-
evate feature map dimensions. In deep residual network
(ResNet) research [26], different shortcut concepts were
examined, favoring identity-mapping shortcuts for their
parameter-free nature that reduces overfitting risk, enhances
generalization, and stabilizes gradient propagation during
training. However, within 1D-PyramidNet, using identity
mapping alone as a shortcut isn’t feasible due to feature map
dimension discrepancies in distinct units. Zero-padding short-
cuts avoid overfitting issues and exhibit noteworthy general-
ization compared to alternatives. Employing a zero-padded
identity-mapping shortcut (Fig. 5) significantly enhances the
impact of the combined residual and plain network.

III. EXPERIMENTAL FINDINGS AND DISCUSSION

To evaluate the effectiveness of DL models utilizing sensor
data from smartwatches, a series of investigations were con-
ducted to assess the identification capabilities of the baseline
model. The hyperparameters of CNN, GRU, LSTM, and the
proposed 1D-PyramidNet were fine-tuned using the Bayesian
optimization approach. The study employed tests to evaluate
the performance of DL networks in terms of recognition,
employing diverse metrics such as accuracy, precision, recall,
and F1-score. Table II displays the accuracy and F1-score
metrics obtained from various DL networks that were trained
using the DHA dataset.

Based on the results outlined in Table II, it is evident
that the 1D-PyramidNet demonstrated superior performance
in comparison to conventional DL models, including CNN,
LSTM, BiLSTM, GRU, and BiGRU. The 1D-PyramidNet
achieved the highest level of accuracy, reaching an impressive
96.64%.

Upon analyzing the confusion matrix illustrated in Fig. 6,
it becomes clear that the suggested 1D-PyramidNet model
achieves classification accuracies exceeding 90% for all
complex human behaviors, except for the cooking activity.
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Fig. 4. The 1D-PyramidNet architecture used in this work.

TABLE II
IDENTIFICATION EFFECTIVENESS OF DL MODELS USED IN THIS WORK

Model Accuracy Loss F1-score
CNN 95.61%(±1.05%) 0.17(±0.03) 93.48%(±1.90%)
LSTM 89.74%(±1.66%) 0.31(±0.04) 86.21%(±2.32%)
BiLSTM 89.19%(±2.07%) 0.31(±0.07) 85.78%(±1.90%)
GRU 89.49%(±0.60%) 0.31(±0.01) 85.23%(±0.82%)
BiGRU 90.55%(±0.44%) 0.27(±0.02) 87.29%(±1.06%)
1D-PyramidNet 96.64%(±0.99%) 0.16(±0.05) 95.48%(±0.70%)
































































Fig. 5. The structure of a stack block used in the proposed 1D-PyramidNet.



Fig. 6. A confusion matrix of the 1D-PyramidNet.

This indicates that incorporating the pyramidal structure has
the potential to enhance the efficacy of categorization tasks.

IV. CONCLUSION AND FUTURE WORKS

This investigation focuses on accurately identifying human
activities using sensors seamlessly integrated into smart-
watches. To achieve our primary research goal, we intro-
duce the 1D-PyramidNet model as a crucial framework for
discerning and classifying various human activities. The
empirical findings from our study highlight the effectiveness
of the 1D-PyramidNet model, yielding promising results in
the complex field of sensor-based motion identification.

In our prospective scholarly endeavors, we envision an
extension of our approach to encompass a hierarchical
stratagem that transcends various DL architectures. These
encompass, among others, the prominent ResNet, the inno-
vative InceptionTime [27], and the transformative Temporal
Transformer.
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Fig. 6. A confusion matrix of the 1D-PyramidNet.

This indicates that incorporating the pyramidal structure has
the potential to enhance the efficacy of categorization tasks.

IV. CONCLUSION AND FUTURE WORKS

This investigation focuses on accurately identifying human
activities using sensors seamlessly integrated into smart-
watches. To achieve our primary research goal, we intro-
duce the 1D-PyramidNet model as a crucial framework for
discerning and classifying various human activities. The
empirical findings from our study highlight the effectiveness
of the 1D-PyramidNet model, yielding promising results in
the complex field of sensor-based motion identification.

In our prospective scholarly endeavors, we envision an
extension of our approach to encompass a hierarchical
stratagem that transcends various DL architectures. These
encompass, among others, the prominent ResNet, the inno-
vative InceptionTime [27], and the transformative Temporal
Transformer.
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Abstract—This study explores the utility of Support Vector
Machines (SVM) for the classification of injuries in Athletes
including tennis, table tennis, and badminton. The primary
objective of this research was to develop an automated method
to detect between normal and injury pose, providing a poten-
tially powerful tool for early detection. In other words, this
research is the pioneer study to represent one another solution
for sports injury classification using the image data apart from
the current approaches that might be focused on the sensor-
based. Therefore, we collect a dataset from various social media
across the three sports, labeled into two categories: “Normal”
and “Injury”. The SVM model was trained on this dataset,
and tuned to optimize its performance in distinguishing the
two classes.

Achieving an accuracy of 96.63%, the result demonstrates
that the SVM model can effectively identify injury patterns in
the considered sports. The implications of this study are sig-
nificant, presenting the initial steps towards applying computer
vision tasks in sports topics. By demonstrating the feasibility
of an SVM-based approach to injury detection in these racket
sports.

Index Terms—Support Vector Machines, Sports Injury Clas-
sification, Racket Sports

I. INTRODUCTION

Computer vision is a branch of Artificial Intelligence (AI)
that enables computers to understand visual data, such as
images or videos. Its objective is to replicate the remark-
able ability of human vision by developing algorithms and
models that support the analysis, processing, and extraction
of meaningful insights from digital visual information [1],
[2]. The first experiment with computer vision took place
in the 1950s [3], leveraging the first generation of neural
networks innovation to detect edges and corners in different
objects and classify them into simple shapes [4], such as
round, rectangular, etc. In the 1990s, as the internet rapidly
expanded, huge volumes of images were made available
online, providing a valuable resource for the development
of machine learning algorithms in computer vision [5].
Researchers began leveraging machine learning techniques
to develop algorithms and models that enable computers to
learn, make predictions, and make decisions without explicit
programming. Machine learning techniques are based on the
concept that machines can automatically learn from data and
improve their performance over time [6].

The current state of AI systems is highly efficient, enabling
them to process results and leverage image understanding for
various benefits. Computer vision technology encompasses
multiple tasks that find application in various situations, such
as image segmentation, object detection, facial recognition,
edge detection, pattern detection, and image classification.

Image classification is also a field of computer vision that
can separate images into each category. By an algorithm or
model that was trained to recognize and assign labels to
different objects scenes, or patterns within an image. Like
a human skill of visually which uses the brain to analyze
and memorize the visual features, such as shapes, colors,
and textures, to identify what they are seeing. Then, classify
and assign labels to different objects or scenes based on
knowledge and experiences. Moreover, image classification
can handle large amounts of visual data better than humans.

In the area of sports, the application of image classification
techniques for injury detection is currently lacking. This
project seeks to address this gap by investigating the utiliza-
tion of image classification in the context of Sports injury
classification using deep learning. The primary objective is
to develop a system capable of analyzing images of sports
players. By detecting postures that could potentially lead to
injury. Sports in this work consist of a net divided between
two sides of players and a racket used for hitting the ball,
including tennis, badminton, and table tennis.

II. RELATED WORK

Cortes and Vapnik [7] presented a Support Vector Machine
(SVM) as a kernel-based machine learning show for classifi-
cation and regression tasks [8], [9]. In the context of the SVM
algorithm, each data item is represented as a point in an n-
dimensional space, where n denotes the number of features.
The value of each feature determines the position of the point
in this space. Next, a hyperplane is computed to divide the
data points into different groups, with a focus on maximizing
the margin between the points belonging to each group [10].
SVM has remarkable points of interest because it utilizes
the thought Structural Risk Minimization (SRM) principle,
which gives superior generalization as well as decreases error
within the training stage.

Worsey et al. [11] proposed utilizing supervised ma-
chine learning techniques in the realm of athlete monitor-
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vision tasks in sports topics. By demonstrating the feasibility
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I. INTRODUCTION

Computer vision is a branch of Artificial Intelligence (AI)
that enables computers to understand visual data, such as
images or videos. Its objective is to replicate the remark-
able ability of human vision by developing algorithms and
models that support the analysis, processing, and extraction
of meaningful insights from digital visual information [1],
[2]. The first experiment with computer vision took place
in the 1950s [3], leveraging the first generation of neural
networks innovation to detect edges and corners in different
objects and classify them into simple shapes [4], such as
round, rectangular, etc. In the 1990s, as the internet rapidly
expanded, huge volumes of images were made available
online, providing a valuable resource for the development
of machine learning algorithms in computer vision [5].
Researchers began leveraging machine learning techniques
to develop algorithms and models that enable computers to
learn, make predictions, and make decisions without explicit
programming. Machine learning techniques are based on the
concept that machines can automatically learn from data and
improve their performance over time [6].

The current state of AI systems is highly efficient, enabling
them to process results and leverage image understanding for
various benefits. Computer vision technology encompasses
multiple tasks that find application in various situations, such
as image segmentation, object detection, facial recognition,
edge detection, pattern detection, and image classification.

Image classification is also a field of computer vision that
can separate images into each category. By an algorithm or
model that was trained to recognize and assign labels to
different objects scenes, or patterns within an image. Like
a human skill of visually which uses the brain to analyze
and memorize the visual features, such as shapes, colors,
and textures, to identify what they are seeing. Then, classify
and assign labels to different objects or scenes based on
knowledge and experiences. Moreover, image classification
can handle large amounts of visual data better than humans.

In the area of sports, the application of image classification
techniques for injury detection is currently lacking. This
project seeks to address this gap by investigating the utiliza-
tion of image classification in the context of Sports injury
classification using deep learning. The primary objective is
to develop a system capable of analyzing images of sports
players. By detecting postures that could potentially lead to
injury. Sports in this work consist of a net divided between
two sides of players and a racket used for hitting the ball,
including tennis, badminton, and table tennis.

II. RELATED WORK

Cortes and Vapnik [7] presented a Support Vector Machine
(SVM) as a kernel-based machine learning show for classifi-
cation and regression tasks [8], [9]. In the context of the SVM
algorithm, each data item is represented as a point in an n-
dimensional space, where n denotes the number of features.
The value of each feature determines the position of the point
in this space. Next, a hyperplane is computed to divide the
data points into different groups, with a focus on maximizing
the margin between the points belonging to each group [10].
SVM has remarkable points of interest because it utilizes
the thought Structural Risk Minimization (SRM) principle,
which gives superior generalization as well as decreases error
within the training stage.

Worsey et al. [11] proposed utilizing supervised ma-
chine learning techniques in the realm of athlete monitor-
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ing. They emphasized the importance of individual-specific
models over generic, one-size-fits-all models, pointing out
that unique athlete characteristics can significantly influence
model performance. Their work was based on a dataset col-
lected over multiple seasons from professional rugby league
athletes. They demonstrated that individual-specific models
outperformed population-based models in injury prediction.
In their experiment, the Granular Support Vector Machine
(GSVM) outperforms the other machine learning techniques.
However, they required the Inertial Measurement Unit (IMU)
sensor to collect specific body force, angular rate, and
orientation as one of the input features.

Falcone et al. [12] explored an unconventional approach
to diagnosing mild traumatic brain injuries. They used a
Support Vector Machine (SVM) to analyze isolated vowel
sounds from patients, proving that non-visual, alternative
datasets can be efficiently employed in injury diagnosis and
classification.

In the paper titled “Hybridized Hierarchical Deep Con-
volutional Neural Network for Sports Rehabilitation Exer-
cises [13],” Dapeng Tang introduces the HHDCNN as a
solution for motion capture and image segmentation in sports
exercise rehabilitation. Existing solutions lack versatility and
robustness, so the HHDCNN aims to increase accuracy
in this area. The paper also emphasizes the importance
of rehabilitation assessment in healthcare and presents the
HHDCNN as a promising tool for enhancing sports rehabil-
itation effectiveness.

Chin et al. [14] focused on the classification of severity
levels for lower limb joint injuries, presenting a compre-
hensive study of different machine learning algorithms and
their effectiveness in predicting the severity of these injuries.
They applied the Electrogoniometer (EGM) to extract the
limitations of the hip, knee, and ankle joint Range of
Motion (ROM) during body movement. The Artificial Neural
Networks Scaled Conjugate Gradient (ANN-SCG) achieved
the highest performance in classifying the severity levels of
lower limb joint injuries.

Zelic et al. [15] conducted a study on using machine
learning techniques to diagnose sports injuries by extracting
knowledge from medical databases. The research focused
on analyzing injuries in athletics and handball, aiming to
enhance data gathering, intelligent analysis, and diagnostic
decision support. Various machine learning algorithms were
compared, with the naive Bayesian classifier using fuzzy
discretization of numerical attributes performing the best
in classification accuracy and explanation capability. The
resulting expert system provides a visual representation of
the knowledge, making it a practical tool for diagnosing
sports injuries.

Sun et al. [16] developed an App notification system, inte-
grated with IoT, to monitor the condition of sports equipment
like air walkers. The study employed an empirical SVM to
predict the equipment’s status, converting dynamic signals
from the time domain to the frequency domain using Fourier
transform. By comparing SVM to decision tree C4.5 and
normal SVM methods, they found that the empirical SVM
demonstrated 100% sensitivity and specificity in classifying

the status of air walkers. The system uses Bluetooth sensors
for data collection and a cloud database for storage. The aim
of the research is to increase regular exercise rates by alerting
users if the equipment is nearing failure, and the proposed
method was found to be more effective than decision tree
classification.

O. V. Ramana Murthy and Roland Goecke [17] reviewed
key studies in soccer video analysis and low-level features
for recognizing actions such as player falls. They discuss
the significance of automatically detecting these events to
assist coaches with higher-level tasks, highlighting five major
causes of player injuries. The study also explores classifi-
cation using a Bag-of-Words approach and emphasizes the
commonality of foot and leg injuries in soccer, as well as
intrinsic and extrinsic risk factors. The document serves as
an overview of important research in the realm of soccer
injury analysis and classification.

Yunping Xia and Yunxiang Fan [18] introduced the appli-
cation of motor imaging brain-computer interface (BCI) in
conjunction with the Internet of Health Things technology
for the rehabilitation of paralysis and stroke patients. Their
system includes modules such as “infusion monitoring,”
“disease call interconnection,” and “PDA interconnection,”
aimed at comprehensive management of nursing work. The
sports rehabilitation training system they described receives
EEG data, processes it using MATLAB for feature extraction
and classification, and provides feedback to both the system
and the subjects. Additionally, the system features non-
feedback training, feedback training, and related BCI game
modules to promote sports imagination training and facilitate
successful rehabilitation.

Apostolou et al. [19] conducted a study focusing on data
analytics in football, with the specific aim of predicting
player positions, goal-scoring performance, and the number
of shots during matches. By utilizing accumulated data
and suitable algorithms, such as Random Forest, which
performed notably well, the results demonstrated high ac-
curacy in their predictions. Additionally, the study found a
correlation between the number of shots taken and goal-
scoring probability. The research underscores the potential
benefits of sports analytics in enhancing team tactics and
individual player performance.

From previous research, it’s evident that Support Vector
Machine (SVM) has become one of the popular techniques
used in injury classification, predominantly utilizing signal
data, audio data, and data collected from various sensors in
different fields. Unlike these approaches, our study aims to
extend the utilization of machine learning, specifically SVM,
into image-based sports injury classification, thereby explor-
ing new dimensions in the application of this technique.

III. METHOD

The proposed method for classifying sports injuries uses
an image as the input and returns the most likely class (injury
or normal posture) of the subject in the given image. It is
composed of two main steps:

A. Data Preprocessing
B. Data Augmentation
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The detailed description of each step is explained in the
following subsection.

A. Data Preprocessing

Our dataset was assembled by manually capturing screen-
shots of athletes from various social media platforms. After
obtaining these images, we used the YOLOv5 [20] algorithm
to extract individual players from each image. Since the
output from YOLOv5 resulted in various sizes of images, we
subsequently resized them to the same size. This standardiza-
tion ensured that the images were compatible with our model,
allowing it to learn effectively. The step of preprocessing is
presented in Fig. 1

B. Data Augmentation

The data collected from any source is incomplete, noisy,
and changeable data, leading to data analysis problems.
Thus, it is necessary to correct the issues before using the
data [21]. Data augmentation is a series of strategies for
enlarging and improving the size and shape of an image. It’s a
method for creating new data with different data orientations.
Data augmentation solves two concerns for researchers: it
increases the variety of training samples and minimizes
overfitting [22], [23]. In this paper, we focus on geometric
transformation-based image augmentation. This geometric
transformation technique transformed images based on their
comparable, such as Euclidean, Affine, projectile, etc. [23],
[24]

Fig. 1. Steps of preprocessing.

IV. EXPERIMENT

A. Dataset

We collected images through screenshots from various
social media platforms, focusing on both injury and normal
postures in sports such as badminton, tennis, and table tennis.
We successfully gathered 118 images of injury postures
(badminton 32, tennis 63, and table tennis 23) and 1006
images of normal postures (badminton 339, tennis 459,
and table tennis 208). The example of a sports dataset is
illustrated in Fig. 2

Fig. 2. The example of our sports dataset.

B. Experiment Setup

Referring to the imbalance in the number of images be-
tween the injury and normal classes, we applied an augmen-
tation solution to address this problem. This solution consists
of rotating, flipping, channel shifting, zooming out, and
adjusting the brightness to increase the number of images in
the injury class. To avoid unusual human poses, we set limits
for rotating to only 10 degrees and allowed only horizontal
flips for the same reason. After applying the augmentation
technique, we received more injury images, bringing the
count closer to that of the normal images. The comparison
of the number of injury posture images before and after
applying data augmentation is shown in Table I. We then
divided the dataset into training and testing sets. Considering
the augmented injury images, we designated the original
injury images as the test set, representing approximately 10%
of the total images. To maintain a similar distribution, we
also selected 10% of the normal images for the test set.
Therefore, our dataset was split in a 90:10 ratio, with 90%
used for training and the remaining 10% reserved for testing.

TABLE I
COMPARISON OF THE NUMBER OF INJURY POSTURE IMAGES BEFORE

AND AFTER APPLYING DATA AUGMENTATION.

Sports Before After
Badminton 32 207
Tennis 63 685
Table tennis 23 97

Total 118 989

Our experiments were conducted on Google Colaboratory
(Colab), a free cloud service provided by Google. The
specific hardware and software details are as follows:

• Hardware: Google Colab provides a virtual machine
with a hardware setup that includes a CPU, RAM, and a
GPU. Although the exact specifications may vary, at the
time of the study, the GPU was a Tesla T4, and the CPU
was an Intel(R) Xeon(R) CPU @ 2.00GHz. Please note
that these specifications can change as Google updates
its Colab platform.
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count closer to that of the normal images. The comparison
of the number of injury posture images before and after
applying data augmentation is shown in Table I. We then
divided the dataset into training and testing sets. Considering
the augmented injury images, we designated the original
injury images as the test set, representing approximately 10%
of the total images. To maintain a similar distribution, we
also selected 10% of the normal images for the test set.
Therefore, our dataset was split in a 90:10 ratio, with 90%
used for training and the remaining 10% reserved for testing.

TABLE I
COMPARISON OF THE NUMBER OF INJURY POSTURE IMAGES BEFORE

AND AFTER APPLYING DATA AUGMENTATION.

Sports Before After
Badminton 32 207
Tennis 63 685
Table tennis 23 97

Total 118 989

Our experiments were conducted on Google Colaboratory
(Colab), a free cloud service provided by Google. The
specific hardware and software details are as follows:

• Hardware: Google Colab provides a virtual machine
with a hardware setup that includes a CPU, RAM, and a
GPU. Although the exact specifications may vary, at the
time of the study, the GPU was a Tesla T4, and the CPU
was an Intel(R) Xeon(R) CPU @ 2.00GHz. Please note
that these specifications can change as Google updates
its Colab platform.

• Software: Google Colab is a Jupyter Notebook en-
vironment that runs entirely in the cloud. It includes
Python 3 and a range of preinstalled libraries. For our
machine learning tasks, we utilized sklearn, and for data
analysis and image processing, we used numpy, pandas,
matplotlib, and cv2. Our experiments were conducted in
this environment using Python 3.

This environment was chosen due to its ease of access,
the provision of GPUs, and the capability to share and
collaborate on Jupyter notebooks, which made it suitable for
conducting our image analysis experiments.

V. RESULTS

A. Evaluation Metrics

In our experiment, we rely on several key metrics, includ-
ing accuracy, precision, recall, and the F1 score. Accuracy
is the standard measurement in classification to evaluate the
accuracy of a technique. Precision, on the other hand, is a
measure that indicates the proportion of positive identifica-
tions that were actually correct. The precision is defined as
follows:

Precision =
TruePositive

TruePositive+ FalsePositive
(1)

Recall essentially represents the proportion of the actual
positive instances that were identified correctly by the model.
The recall is defined as follows:

Recall =
TruePositive

TruePositive+ FalseNegative
(2)

• True Positive (TP) is an outcome where the model
correctly predicts the positive class. In other words, if
the actual class is positive and the model also predicts
a positive class.

• False Positive (FP) is an outcome where the model
incorrectly predicts the positive class. If the actual class
is negative but the model predicts a positive class.

• False Negatives (FN) is the number of positive instances
that the model incorrectly identified as negative.

The F1 score is a statistical metric that merges precision
and recall, yielding a composite measure of a model’s overall
performance. This is particularly essential when dealing with
imbalanced class scenarios. The formal definition of the F1
score is:

F1score =
2× (Precision×Recall)

Precision+Recall
(3)

B. Results

The results of SVM on the sports dataset are presented in
Table II.

TABLE II
SUPPORT VECTOR MACHINE ON SPORTS DATASET

Accuracy Precision Recall F1 score
96.63 98.32 95.12 96.69

We evaluated SVM using accuracy, precision, recall, and
the F1 score, with SVM achieving a 96.63% accuracy rate.

Moreover, precision, recall, and F1 score were all above
95%. These results demonstrate that SVM is suitable for
classifying our sports dataset. Additionally, we calculated the
Receiver Operating Characteristic Curve (ROC) to evaluate
the model’s discriminative ability, as shown in Fig. 3.

Fig. 3. The ROC curve of SVM on sports dataset.

VI. CONCLUSION

This study demonstrates the potential of Support Vector
Machines (SVM) for the classification of sports injuries
in athletes from racket sports. This is the pioneer study
to propose another method for sports injury classification
using picture data, in addition to the current approaches that
may be sensor-based. Our automated method, capable of
distinguishing between normal and injury postures, achieves
a promising accuracy of 96.63%. The SVM model effec-
tively identifies injury patterns in tennis, table tennis, and
badminton, pointing to the significant role machine learning
can play in sports medicine and injury prevention.

Future studies could focus on refining the SVM model
by including more categories of injury types and expanding
the sports under consideration. It would also be worthwhile
to investigate the integration of this approach into real-time
sports training and medical diagnostics systems, which could
contribute to improved health outcomes and performance
for athletes. Overall, our research represents a crucial step
forward in the application of computer vision and machine
learning in the field of sports.
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Abstract— Acute intracerebral hemorrhage (ICH) entity 
accounts for 10 to 15% of all strokes and is associated with a 
higher mortality rate ischemic stroke or subarachnoid 
hemorrhage. Causes of ICH are divided into primary, and 
secondary, including vascular malformation and tumorous. 
Primary ICH accounts for approximately 80% of all ICH cases. 
Vascular anomalies rank as the second most common cause of 
spontaneous ICH overall. Furthermore, hemorrhage resulting 
from brain tumors can occur in up to 10% of all primary or 
metastatic tumors. Early recognizing of these three causes of 
bleeding is critical for clinicians in precise diagnosis, effective 
treatment management, and helps avoid delayed diagnosis. We 
proposed a radiomics approach for classifying multiple causes 
of acute ICH as vascular malformation, tumorous, and primary-
related hematoma. Non-contrast brain computed tomography 
with clinical features was used as input. The regions of both 
hematoma and perihematomal edema were delineated by using 
manual segmentation approach. Four feature selection methods 
were adopted. Also, three classification models were 
investigated in this study.  The results showed that using the 
features selected by F-value applied with SVM classifier 
outperformed the other models, achieving weighted average 
accuracy (± SD) of 0.84 (± 0.07). Additionally, the model 
demonstrated average sensitivity and positive predictive value 
of 0.84 (± 0.06) and 0.86 (± 0.05), respectively. We also evaluate 
the overall performance of discriminating each class from the 
rest using AUC. The result suggested that our proposed model 
achieved the weighted average AUC of 0.90. Our proposed 
method highlights the potential in identifying multiple causes of 
acute and nontraumatic ICH, which has not been previously 
explored. 

Keywords— Acute Intracerebral Hemorrhage, Radiomics, 
Machine Learning 

I. INTRODUCTION 

Spontaneous nontraumatic intracerebral hemorrhage 
(ICH) entity accounts for 10 to 15% of all strokes and is 
associated with a higher mortality rate than either ischemic 
stroke or subarachnoid hemorrhage [1]. ICH is more common  

in Asians, advanced age, male sex, and low- and middle-
income countries [2]. Causes of ICH are divided into primary 
and secondary. Primary ICH accounts for about 80% of ICH 
cases and is caused by spontaneous rupture of small vessels 
associated with chronic hypertension or amyloid angiopathy 
[3]. Secondary ICH is associated with several congenital and 
acquired conditions such as vascular anomalies, 
coagulopathies, tumors, and various drug therapies. 

Vascular anomalies are the second most common cause of 
spontaneous ICH overall. Aneurysms, arteriovenous 
malformations (AVMs), cavernomas, dural arteriovenous 
fistulas, and venous malformations can result in secondary 
spontaneous ICH. AVMs most commonly present with 
intracranial hemorrhage. However, hemorrhage and its mass 
effect can further obscure delineation of an AVM on 
Computed Tomography (CT) [4]. 

Hemorrhage resulting from brain tumors can occur in up 
to 10% of all primary or metastatic tumors.  A recent pooled 
analysis identified 18 reported cases of glioblastoma- induced 
hemorrhage that were misdiagnosed as hypertensive ICHs, 
leading to significant diagnostic delays in two-thirds of the 
cases [5]. Therefore, early recognizing of three above-
mentioned causes of bleeding is critical for clinician in precise 
diagnosis and treatment management.  

Non-contrast computed tomography (NCCT) is the most 
typically used neuroimaging tool for detecting acute brain 
hemorrhage since its advantage of readily accessible [6] and 
its high sensitivity. Radiologists need to repeatedly interpret 
multiple slices of CT to investigate the location, the 
appearance of hematomas and the occurrence of 
perihematomal edema (PHE), or other characterizations 
regarding to suspected hemorrhage causes, which can lead to 
workload problems and delayed management. To improve the 
clinical workflows, radiomics, a quantitative approach is 
adopted in many studies [7-11]. 

Radiomics approach aims to extract quantitative image 
properties by using mathematical methods. Generally, the 
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radiomics process can be divided into five main steps namely 
image acquisition, image segmentation, feature extraction, 
feature selection and model construction [12]. The output of 
each step can be affected from earlier step and may influence 
prediction eventually. Therefore, it is necessary to perform the 
radiomics process prudently, which means correctly 
segmenting, selecting relevant and stable features, and 
optimizing machine learning model.  

Previous studies have investigated the efficacy of the 
radiomic approach in identifying non-traumatic ICH causes 
on brain NCCT imaging [7-9] as well as differentiating tumor 
types using Magnetic Resonance Imaging (MRI)-based 
techniques [10, 11], which these studies provide binary 
outcomes. Nonetheless, in real-world scenarios, patients 
might be suspected of several causes of ICH and cannot be 
differentiated into binary groups. Therefore, this study aims to 
apply a radiomics approach for classifying multiple causes of 
acute ICH as vascular malformation, tumorous, and primary-
related hematoma, on NCCT imaging since it is preferred 
imaging tool for screening nontraumatic ICH [13]. 
Quantitative image features, as well as demographic variables 
will be investigated and used to construct machine learning 
algorithms for multiclass classification. Lastly, predictive 
performance of the models will be assessed using accuracy, 
sensitivity, positive predictive values (PPV) and area under 
the ROC curve (AUC). This study implies that using 
demographic data as well as quantitative features from 
medical images could be utilized to build an effective and 
automated tool to support clinician’s decision-making. 

II. MATERIALS AND METHODS 

A. Study Population 
This retrospective study was approved and monitored by 

the Ethics Committee of Faculty of Medicine, Chiang Mai 
University, Chiang Mai, Thailand. Initial brain NCCT scans 
with a 3-5 mm slice thickness in axial view, as well as 
demographic data (i.e., age and gender) of patients who were 
diagnosed with non-traumatic ICH were collected from the 
radiology report database of Maharaj Nakorn Chiang Mai 
Hospital between January 2010 and May 2022. The brain 
NCCT scans were performed by using Toshiba Aquilion 16-
slice CT, or 64-slice Siemens Definition MDCT (Germany), 
or 192-slice Siemens Definition DSCT (Germany). 

The inclusion criteria for our study were as follows: (1)  
single nontraumatic acute ICH lesion of vascular and primary-
related ICH, while allowing for tumorous-related ICH in cases 
of multiple lesions, ultimately selecting the largest lesion 
among all the presented lesions, (2) initial NCCT imaging 
performed from the onset of symptoms for tumorous-related 
ICH, and within 24 hours from the onset of symptoms for 
vascular malformation and primary causes-related ICH, (3) 
confirmation of the cases of ICH, including MRI follow-up 
imaging, additional digital subtraction angiography (DSA), or 
surgery pathological report. Conversely, patients with 
subarachnoid hemorrhage or intraventricular hemorrhage-
predominant, single ICH, and low-quality NCCT images due 
to severe motion artifact and/or metallic artifact were 
excluded. 

B. Feature Extraction 
The radiomics features were extracted from regions of 

ICH and PHE that were manually delineated by consensus of 

three expert neuroradiologists using 3D Slicer software. The 
PyRadiomics [14] package was used to calculate the feature.  
The radiomics features were divided into 3 classes namely 1) 
first-order features 2) shape- based features and 3) textural 
features. Each feature class are briefly described as follows: 

1) First-order features represent the fundamental 
characteristics or properties of an image without considering 
their spatial dependencies [15]. They were calculated from 
grey-level histogram of an image or a region of interest, 
describing the distribution or frequency of voxel intensities 
[16] such as average, standard deviation, skewness, etc. 

2) Shape- based features provide a straightforward way 
to describe geometric attributes of objects or regions of 
interest. They can be analyzed as two or three dimensions, 
which offer distinct perspectives and advantages in capturing 
the full essence of an object's shape [17]. The features include 
volume, sphericity, compactness, diameter, axis, etc. 

3) Textural features characterize the arrangement or 
pattern within images or regions of interest by capturing the 
spatial information of grey-level values [15]. The spatial 
properties include spatial relationships between voxel pairs 
based on gray-level values (using Gray Level Co-occurrence 
Matrix: GLCM [18]), neighboring voxel dependencies (Gray 
Level Dependence Matrix: GLDM [19]), voxel runs with the 
same gray-level value (Gray Level Run Length Matrix: 
GLRLM [20]), the size and distribution of connected regions 
with specific gray-level values (Gray Level Size Zone 
Matrix: GLSZM [21]), or local intensity differences between 
voxels and their neighbors (Neighboring Gray Tone 
Difference Matrix: NGTDM [22]). 

Additionally, we also applied image filtering methods to 
original images to emphasize image properties such as details, 
edges, or textures. The method includes wavelet transform 
[23] and Laplacian of Gaussian (LOG) [24] used for 
enhancing textures. We utilized 1-level of 3D wavelet 
decomposition with the Coiflet function. The LoG filters 
employed sigma values of 1 and 3. Additionally, we set the 
width of each interval in the histogram of image intensities to 
5. In the case of NGTDM and GLCM, were distance between 
the center voxel and its neighbor was set to 1.  

Eventually, a total of 1,714 radiomics features calculated 
from ICH and PHE regions were obtained. For each of ICH 
and PHE region, the original images generated 107 features 
(18 first-order features, 14 shape-based features, and 75 
textural features). The Laplacian of Gaussian and wavelet 
transform filters were applied to the images, resulting in an 
additional 750 textural features. Finally, these raw features 
were scaled by subtracting the median of the feature from each 
data point and then dividing it by the interquartile range of the 
feature. 

C. Feature Selection 
To address the potential issues of overfitting and reduced 

model performance caused by the large number of features, 
we conducted a feature selection process. The details of this 
process are described as follows. Firstly, we applied variance 
thresholding to each radiomic feature. Any feature with a 
variance falling below this threshold value of 1 was excluded 
from consideration. This step ensures that the selected features 
contain sufficient information and are not constant values. 
Secondly, we applied four filter-based selection methods 
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including ANOVA F-value, Minimum Redundancy – 
Maximum Relevance (mRMR) [25], mutual information [26], 
and Relief [27] to eliminate redundant features. 

The F-value is typically used to test the significance of a 
regression coefficient in determining its ability to explain the 
target variable [28]. In context of feature selection, our goal is 
to find features with a large value of F, indicating a 
relationship between the feature itself and target variable. 
Both mutual information and mRMR are feature selection 
methods rooted in information theory. While mutual 
information draws on the pioneering work of Shannon C. [26], 
mRMR was introduced by Peng H. [25] as a method designed 
to address redundancy in feature selection. The purpose of 
these methods is to find the amount of information shared 
between a feature variable and a target class. Lastly, the Relief 
algorithm, introduced by Kira K. et al. [27], is a 
straightforward feature weight-based algorithm that measures 
the relevance of features. It assesses the importance of features 
by analyzing the differences in feature values between classes, 
reflecting their discriminative power. 

Finally, the feature selection methods as mentioned above 
provide us with a score or weight of each feature, indicating 
its strong relevance to the target variable. Consequently, 10 
radiomics features with the highest scores were selected and 
then combined to demographic data (i.e., age and gender) for 
model building. 

D. Machine Learning Classifiers 
This study adopted three machine learning models 

including logistic regression (LR), random forest (RF), and 
support vector machine (SVM) to categorize three types of 
nontraumatic ICH i.e., primary-related hematomas (PICH), 
vascular malformation-related hematomas (VMH) and 
tumorous-related hematomas (TuH). To obtain the optimal 
hyper-parameters for each classifier, gride search strategy 
with cross-validation was utilized. Thus, the subjects in each 
cross-validation epoch were independently separated into 96 
(80% of total subjects) and 24 (20% of total subjects) subjects 
for training and validation, respectively. The details of the 
machine learning models were described as follows. 

1) Logistic Regression is a popular linear regression 
model which is used in classification problems. To perform 
logistic regression and obtain a categorical target variable, the 
sigmoid function is applied to map a real-numbered target 
variable to probability of its occurrence [29]. The sigmoid 
function is defined as follows:  

 S(z)  1+ 1
1 exp(z)

 (1) 

where z is a linear combination of a feature vector x1, 
x2,…,xp and a coefficient vector β1,β2,…,βp of instance . 
The logistic regression makes prediction based on the 
probability of events. If the estimated probability of the 
desired event is greater than 0.5, the instance is assigned to 
class 1. On the other hand, if the estimated probability is equal 
to or less than 0.5, the instance is assigned to class 0. 

2) Random Forest is an ensemble learning that proposed 
by Breiman L. [30]. It combines multiple decision trees to 
train on a bit different subsample derived from sampling with 

replacement from given dataset. In the case of a classification 
task, predictions are made through majority vote of the trees, 
which are not individually optimized for best accuracy, as the 
emphasis is placed on simplicity [31]. Previous studies also 
demonstrated a great potential of random forest due to its 
ability to reduce overfitting problems [7, 8]. 

3) Support Vector Machine: A concept behind the SVM 
is finding an optimal hyperplane (or decision surface) to 
separate data points into distinct classes by maximizing a 
margin between the separating hyperplane and the closest 
datapoint of each class [32, 33]. For instance, given an input 
feature vector , , … ,  is a feature vector of instance 
 with dimensional p, belonging to either class () -1 or +1, 
the separating hyperplane can be described by: 

        0 (2) 

where     w  is a weight vector of the input features  

               b   is a bias  

As a result, the SVM algorithm provides prediction based 
on the following rule: 

       1            1  (3) 

       1         1  

E. Statistical Analysis and Model Evaluation 
Demographic data among the study groups were compared 

using Kruskal-Wallis test, Dunn's test (for pairwise 
comparison) and Chi-Squared test. A significant difference 
was considered when p < 0.05. We evaluated the predictive 
performance of the candidate models through weighted 
accuracy, sensitivity, positive predictive values (PPV), and 
area under the ROC curve (AUC). The model with the highest 
accuracy will be regarded as the suitable one for our 
classification task. 

III. RESULT 

A. Patient Selection 
A total of 120 patients met our inclusion criteria and were 

enrolled in this study. These initial brain NCCT images were 
shown in Fig 1. There were 46 (38%) of PICH, 39 (33%) of 
TuH, and 35 (29%) of VMH class. The demographic data of 
patients as shown in TABLE I, revealed significant difference 
in age at diagnosis among at least one pair across all the 
classes (p < 0.001) with the average (± standard deviation: SD) 
of 58.93 (± 12.41) for PICH, 36.31 (± 21.46) for VMH, and 
56.00 (± 13.95) for TuH class. For pairwise comparison of age  

 
Fig. 1. Initial brain noncontrast computed tomography (NCCT) images 
of (a) primary-related ICH (PICH), (b) tumorous-related ICH (TuH), and 
(c) vascular malformation-related ICH (VMH). 
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TABLE I.  DEMOGRAPHIC DATA OF PATIENTS. 

between classes, there indicated a significant difference 
between PICH and VMH classes (p < 0.001), and between 
TuH and VMH class (p < 0.001). However, there was no 
significant difference between the PICH and TuH class (p = 
0.514). Similarly, there was no significant difference in gender 
between the classes (p = 0.184). 

B. Classification Performance 
Eventually, we constructed 12 multiclass classification 

classifiers using 12 features (i.e., 10 radiomics features, age, 
and gender) and then evaluated their performance using a 5-
fold cross-validation strategy. The model performance was 
assessed by measuring their accuracy to determine the most 
suitable one, as shown in TABLE II. The weighted average 
accuracy of our classification models ranged from 0.63 to 
0.84.  The results showed that using the features selected by 
F-value applied with SVM outperformed the other classifiers, 
achieving the highest weighted average accuracy (± SD) of 
0.84 (± 0.07). Additionally, the SVM with F-value feature 
selection demonstrated average sensitivity and PPV of 0.84 (± 
0.06) and 0.86 (± 0.05), respectively. We also evaluate the 
overall performance of discriminating each class from the rest 
using AUC. The result suggested that our proposed model 
achieved the weighted average AUC of 0.90.  

Furthermore, in the case of binary classification using the 
One-vs-rest method, the SVM classifier applied with the 
features selected by F-value demonstrated promising results. 
The accuracy achieved by the proposed model for classifying 
PICH, TuH, and VMH was 0.88, 0.92, and 0.89, respectively. 
For the PICH class, the proposed model achieved a sensitivity, 
PPV, and AUC of 0.85, 0.83, and 0.93, respectively. The 
proposed model displayed a sensitivity, PPV, and AUC of 
0.87, 0.87, and 0.91, respectively, for the TuH class. Finally, 
the proposed model yielded a sensitivity, PPV, and AUC of 
0.80, 0.82, and 0.85, respectively, for the VMH class. 

C. Radiomics Feature Analysis 
A total of 534 features were eliminated due to low 

variance, resulting in 1,180 raw radiomics features available 
for the filter-based selection process. From these, only 10 
radiomics features with the highest relevance scores to the 
target variable were selected to construct classification model 
along with age, and gender variable. 

Thus, after completing the model construction process, we 
examined the radiomics features selected based on F-value 
that consistently demonstrated the highest accuracy across all 
machine learning classifiers. The radiomics features selected 
from the F-value were from both ICH and PHE region of 60% 
and 40%, respectively. The features comprised solely of 
texture features including four features from GLDM, three 
features from GLRLM, and one each features from GLCM, 

TABLE II.  THE WEIGHTED AVERAGE ACCURACY OF 4 
FEATURE SELECTION METHODS COMBINING WITH 3 MACHINE 
LEARNING CLASSIFIERS FOR CLASSIFYING 3 CAUSES-RELATED 

ACUTE NONTRAUMATIC INTRACEREBRAL HEMORRHAGE. 

GLSZM, NGTDM. Moreover, the features were contributed 
from 50% of wavelet-based images (two from LLH and one 
each from LHL, HLH and HHH), 40% of Laplacian of 
Gaussian-filtered image and only 10% of original image. 

Furthermore, we conducted pairwise comparison of each 
feature between classes using Dunn's test to evaluate the 
classification potential. Out of the 10 radiomics features 
examined, we found that nine features showed significant 
differences between the PICH and TuH classes. Additionally, 
eight features exhibited significant differences between the 
TuH and VMH classes, while three features displayed 
significant differences between the PICH and VMH classes. 
Importantly, only one feature showed a significant difference 
between each pair of classes as shown in TABLE III.  

IV. DISCUSSION 
In this retrospective study, we performed classification 

models for categorizing causes of acute nontraumatic ICH as 
primary-related hematomas (PICH), vascular malformation-
related hematomas (VMH), and tumorous-related hematomas 
(TuH). Among the models considered, the F-value-based 
feature selection methods applied to the SVM demonstrated 
superior performance compared to the other models. The 
model was constructed using features such as age, gender, and 
10 radiomics features, all of which were exclusively texture 
features. 

Recent studies demonstrated an application of the 
radiomics approach on various imaging techniques. Several 
studies performed radiomics approach on NCCT imaging [7-
9], as well as on MRI for classifying tumor types which 
resulted binary outcome [10] and multiple outcome [11]. 
However, studies addressing the multiclass classification task 
of causes of nontraumatic ICH which require immediate 
medical attention and prompt diagnosis, have not been 
published yet. Notably, in real-world scenarios, patients may 
be suspected of having multiple causes of ICH, making it 
challenging to differentiate them into binary groups. Thus, our 
study proposed classification models for categorizing multiple 
causes of acute nontraumatic ICH including PICH, VMH, and 
TuH. We hypothesized that our proposed models could be 
utilized to support clinicians to mitigate the high risk of 
misdiagnosis, preventing the implementation of inappropriate 
treatment plans. 

The proposed model of our study constructed from 10 
radiomics features selected from F-value incorporating with 
age and gender, using SVM classifier. The model yielded 
average accuracy, sensitivity, PPV, and AUC of 0.84, 0.84, 
0.86, and 0.90, respectively, for multiclass classification. 
Moreover, we also evaluated the model in the case of binary 
classification using the One-vs-rest method. The model 

Variable 

Nontraumatic intracerebral 
hemorrhage-related 

p 
Primary   
(n=46) 

Tumorous 
(n=39) 

Vascular 
malformation 

(n=35) 
Age 
(average  
± S.D.) 

58.93 
(± 12.41) 

56.00 
(± 13.95) 

36.31 
(± 21.46) < 0.001 

Gender 
Female 
Male 
 

 
14 
32 

 
18 
21 

 
17 
18 

 
0.184 

Feature Selection 
Methods 

Machine Learning Classifiers 
LR RF SVM 

F-value 0.80 0.77 0.84 
Mutual information 0.72 0.73 0.72 
mRMR 0.78 0.74 0.77 
Relief 0.63 0.76 0.67 
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TABLE III.  THE SIGNIFICANT DIFFERENCES OF 10 RADIOMICS FEATURES SELECTED BY F-VALUE BETWEEN PAIRS OF CLASSES. 

a. The symbols ****, ***, **, *, and ns represent p of ≤ 0.0001, 0.001, 0.01, 0.05, and no significance, respectively. 

demonstrated a performance of 0.91 AUC in distinguishing 
between TuH and nonTuH (i.e., PICH and VMH), 
outperforming the model proposed by Jawed, N. et al. [8], 
which achieved an AUC of 0.89 for predicting neoplastic and 
nonneoplastic cases. For distinguishing PICH from non-PICH 
(i.e., VMH and TuH) and VMH from non-VMH (i.e., PICH 
and TuH), our model's performance was found to be lower 
compared to the study conducted by Wang, J. et al. [10]. Their 
research specifically targeted the discrimination between 
PICH and VMH cases without hemorrhage-related tumors, 
while our study encompassed tumors as well. The inclusion of 
tumor cases in our study might lead to additional variations 
among the subjects, impacting the classification potential. 

The selected radiomics features originated from 60% of 
the ICH regions and 40% of the PHE regions. This finding 
aligns with Jawed, N. et al.’s study, [8] which highlighted the 
significance of incorporating both of PHE and ICH lesions 
when  classifying of acute ICH causes. We observed that the 
majority of the radiomics features were primarily derived 
from wavelet-based images and LoG-based images, while the 
remaining 10% originated from the unfiltered-images. These 
results correspond with the previous studies that more than 
50% of radiomics features obtained from filter-based images 
[7-9]. While analyzing the feature class, we found that first-
order and 3D shape features were not considered in our 
proposed models. This omission might lead to misdiagnosis in 
some cases that required additional information more than 
only texture. As emphasized in the study conducted by Zhang, 
Y. et al. [7], their research achieved the highest predictive 
performance by selecting two features from each feature class. 
However, several studies have reported a minimal 
contribution of first-order features and shape features. In one 
study, only 2.5% of the 100 selected radiomics features were 
found to be effective in discriminating between neoplastic and 
nonneoplastic cases [8]. Additionally, another study found 
that neither first-order nor shape features were included in the 
differentiation between the causes of vascular malformation 
and the primary cause of ICH [9]. 

In addition, we also inspected misclassification results to 
examine the classification behavior based on radiomics 
features. For VMH, two subjects were misclassified into TuH 
(see Fig 2 (a)), and four subjects were misclassified into PICH 
(see Fig 2 (b)). In practice, clinicians might suspect the 
presence of VMH on NCCT images by observing the 
brightness and homogeneity of ICH lesions, as well as the 
PHE area surrounding the lesions. However, our model made 
decisions based on only texture features, specifically 
smoothness or  fine-grained structure in ICH, and contrast in 
PHE. As a result, the misclassifications as TuH can occur in 
cases where VMH consists of cysts, which create obvious 
distinct layers within the hematomas, resembling 
characteristics like TuH. Similarly, the cases where VMH 
lesions were miscategorized as PICH primarily occur when 
the VMH lesions exhibit homogeneity of ICH with only a 
small area of PHE surrounding them. This can be attributed to 
the nature of PICH which quickly developed, patients 
promptly seek medical attention for diagnosis imaging, 
resulting in a shorter time of symptom onset and consequently 
smaller areas of PHE. Lastly, for the PICH class that was 
misclassified into the TuH class, our findings indicate that this 
misclassification was caused by small regions of both ICH and 
PHE. These small regions resulted in a lack of sufficient 
information for the learning process, making it difficult for the 
model to accurately classify these subjects. Furthermore, we 
observed one instance that was misclassified but did not 
appear to be affected by the issue of small regions. This 
scenario can occur when the patient has a history of warfarin 
medication treatment, resulting more heterogeneity in 
hematomas as shown in Fig 2 (c).  

Based on our knowledge, this is the first study that 
proposed multiclass classification for distinguishing causes of 
nontraumatic ICH. Even if our proposed model achieved 
appropriate performance, there are still limitations to consider. 
Firstly, the lack of diversity in the dataset used to construct the 
machine learning models raises concerns about the 
generalizability of the model. Next, we did not evaluate the 
model’s performance whether it can effectively support the 

Feature Name  
Pairs of classes 

Primary vs.  
Vascular malformation Primary vs. Tumorous Tumorous vs.  

Vascular malformation  
1. Complexity of NGTDM  
(extracted from 3D wavelet image with LHL subband) on  PHE region **** **** ns 

2. SmallAreaEmphasis from GLSZM  
(extracted from original image) on ICH  region ns **** **** 

3. LongRunEmphasis of GLRLM  
(extracted from 3D LoG-based image with sigma of 3) on ICH region ns **** **** 

4. LargeDependenceHighGrayLevelEmphasis of GLDM  
(extracted from 3D wavelet image with LLH subband) on PHE region ns **** **** 

5. LargeDependenceEmphasis of GLDM  
(extracted from 3D LoG-based image with sigma of 3) on ICH region ns **** **** 

6. ClusterProminence of GLCM  
(extracted from 3D wavelet image with HLH subband) on PHE region  **** **** ns 

7. RunVariance of GLRLM  
(extracted from 3D LoG-based image with sigma of 3) on ICH region ns **** **** 

8. LargeDependenceHighGrayLevelEmphasis of  GLCM  
(extracted from 3D wavelet image with HHH subband) on PHE region  ns **** **** 

9. GrayLevelNonUniformityNormalized of GLRLM  
(extracted from 3D wavelet image with LLH subband) on ICH region ** **** * 

10. LargeDependenceEmphasis of GLDM  
(extracted from 3D LoG-based image with sigma of 1) on ICH region ns **** **** 
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clinician’s decision-making. This is a crucial aspect to 
determine practical utility of the model in real-world 
situations. However, it is important to note that this study 
represents a preliminary research phase focused on assessing 
the performance of the model itself. In the future, our aim is 
to validate the model through external validation by 
incorporating a wider range of NCCT image settings.  
Additionally, it would be valuable to evaluate the model's 
performance to that of human specialists, thus providing a 
comprehensive evaluation of its capabilities. 

V. CONCLUSION 
The findings of this study demonstrate that the radiomics 

features selected using ANOVA F-value and incorporating 
patients' demographic data, and applied to the SVM classifier, 
outperformed other methods. The selected features comprised 
solely of texture features from both ICH and PHE regions. 
This proposed method highlights its effectiveness in 
identifying multiple causes of acute and nontraumatic ICH, 
which has not been previously explored. 
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Fig. 2. Illustration of misclassification subjects including (a) Vascular 
malformation-related ICH misclassified to tumorous-related ICH,  
b) Vascular malformation-related ICH misclassified to primary-related 
ICH, and c) primary-related ICH misclassified to tumorous-related ICH. 
The region of hematoma and perihematomal edema masked in red and 
blue, respectively. 
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Abstract—Sperm detection can help with a lot of different
kinds of research, such as forensics, assisted reproduction, and
fertility assessment. However, it can be challenging to detect
the sperm, particularly when the sample size of the dataset is
minimal. This paper presents a comparison of different YOLO
(You Only Look Once) models for sperm and impurity detection
based on the proposed augmentation in the small dataset.
According to the results, the YOLOv5 model had high precision,
recall, F1-score, and mean average precision (mAP) for training
with both the original dataset and the proposed augmentation
dataset. While the YOLOv8s model had the highest precision,
recall, F1-score, and mAP (0.994, 0.965, 0.979, and 0.993,
respectively), only training with the proposed augmentation.
In short, when trained with the proposed augmentation, the
YOLO models can detect sperm and impurity even when both
the objects and the number of samples are small.

Index Terms—sperm detection, YOLO models, small dataset,

I. INTRODUCTION

Infertility is a disease of the male or female reproductive
system. This Infertility is defined as the inability to conceive
after a year of regular, unprotected intercourse, or the in-
ability to carry a pregnancy to term [1]. Each couple has a
unique set of infertility-related factors. Consequently, both
males and females must have a medical history taken and
be physically examined because it can be caused by either
gender. Ovulation abnormalities, male factor infertility, and
oviductal illness are the three main causes of infertility [2].
According to the research, infertility issues impact 12%-28%
of married couples worldwide. Up to 20%-30% of the factors
are brought on by men [1]. Numerous factors, such as low
sperm counts, poor sperm morphology and motility, hormone

imbalances, genetic abnormalities, and environmental vari-
ables, might contribute to infertility. Sperm analysis can be
used to determine a sperm’s reproductive effectiveness [3].
In accordance with the World Health Organization (WHO)
standards [4], the sperm analysis can be evaluated based on
sperm volume, sperm concentration, sperm motility, sperm
morphology, and pH of sperm.

Currently, there is technology to assist sperm analysis
called Computer Assisted Sperm Analysis (CASA). The
CASA is a method of measuring the characteristics of
sperm using computer software. It allows for the precise
and accurate measurement of sperm characteristics such as
motility, velocity, and concentration based on guidelines used
in collaboration with the WHO. Additionally, the CASA can
be used to identify and treat male infertility. However, CASA
is primarily used to measure sperm motility, velocity, and
concentration. It is rarely used to evaluate sperm morphology
[5]. There are some CASA systems that can assess sperm
morphology by using advanced imaging techniques, such as
high-resolution microscopy. These techniques can provide
more detailed images of sperm morphology, but they are
less popular and more expensive than other options [5].
Sperm morphology evaluation is a technique that requires
manual analysis, which is performed by a specialist under
a microscope. The specialist will assess the shape of the
sperm head, tail, and mid-piece under high magnification
and stained sperm cells. But this method takes time, requires
the experience of specialists, and spends expensive costs.
Consequently, the sample size of the dataset is limited [6]–
[8].
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To mimic the small dataset problems, the study randomly
selects the images from the sperm dataset [9] and proposed
augmentation on them. The YOLO architecture and its vari-
ation are compared to detect sperm and impurity in healthy
subjects in order to find a suitable model for sperm detection.
For training and testing, the experiment uses 80% for training
10% for validation and 10% for testing. The results are also
evaluated using the precision, recall, F1-score, and mean
average precision (mAP) of sperm detection.

II. RELATED WORKS

This section of the related work examines the available
research on object detection using various techniques. The
emphasis, however, is mainly on research that employs the
YOLO series or its variations from YOLOv5 to the YOLOv8
model.

In the case of YOLOv5, Mahaur and Mishra [10] came up
with a model called iS-YOLOv5 that changes the architecture
of the YOLOv5 model to improve the detection of small
objects in three datasets: BDD100K dataset (Number of
objects: Nobjs = 100k), TT100K dataset (Nobjs = 30k), and
DTLD dataset (Nobjs = 200k). This model improved the
speed and accuracy of detecting small objects like traffic
signs and lights while driving without affecting the accuracy
of detecting large objects. Moreover, Zhan et al. [11] looked
into how important it was to pay attention to small objects
in drone-captured scenes in VisDrone2020 dataset (Nobjs =
382k) for testing in various situations. They found that the
modified YOLOv5 model effectively improved the accuracy
of finding small objects while maintaining a fast detection
speed.

Considering YOLOv6 model, Gupta et al. [12] proposed a
transfer-learning-based model for real-time object detection
that enhances the YOLO algorithm with the MS-COCO
dataset (Number of images: Nimgs = 123k). They discovered
that the fine-tuned YOLOv6 model is shown as an improve-
ment over the original YOLOv6 model. Furthermore, Sinthia
and Kabir [13] proposed a way to identify license plates by
using their own dataset (Nimgs = 1000) based on the original
YOLOv6 model and BLPNET(VGG-19-RESNET-50) model
for nameplate recognition and location. This YOLOv6 model
detected license plates with high precision rate (94.7%)
which is better than other models.

For YOLOv7, Yung et al. [14] compared the performance
of different YOLO algorithms for detecting safety helmets
from the online dataset (Nimgs = 5000). They found that the
YOLOv7 model outperformed the YOLOv5s and YOLOv6s
models in terms of precision, recall, and F1-score for safety
helmet detection. In addition, Duan et al. [15] provide a
novel mask detection algorithm RMPC-YOLOv7 based on
YOLOv7 for detecting whether people wear masks in public
places with a mouthpiece dataset of 9240 images. This
proposed model was more accurate because of the new
downsampling structure. It added more parameters, though.

In term of YOLOv8, Lou et al. [16] suggested an approach
for small-size object detection in special scenarios. Visdron
(Nobj = 2.6 million), Tinyperson (Nobj = around 72k), and

PASCAL VOC2007 (Nobj = about 24 k) were used for the re-
search presented here. For small detection in various complex
scenes, they found that the proposed DC-YOLOv8 algorithm
was better than other detectors at finding small objects in a
variety of complex scenes, both in terms of accuracy and
speed. Additionally, Cai et al. [17] showed the integration
of the CFIoU loss into the latest anchor-based YOLOv5
and anchor-free YOLOv8 object detection algorithms and
the quantitative comparison of BIoU losses and CFIoU loss
on the VisDrone2019 (Nobj = 540k) and SODA-D (Nobj =
more than 278k) datasets. They found that the CFIoU loss
function was effective in improving small object detection
and demonstrated superior performance in both anchor-based
and anchor-free object detection algorithms.

However, a large amount of data is normally required
for training most YOLO models effectively to gain high
detection. This is especially true in the case of sperm
detection, where data gathering is challenging and annota-
tion by reproductive physicians is required [6]–[8]. As a
consequence, the sperm dataset appears to be fairly limited,
and the performance of YOLO detection continues to be a
challenging problem.

III. MATERIALS AND METHODS

This section describes the dataset utilized in this study, as
well as data preparation, YOLO models, and our experimen-
tal assessments. There are four primary processes involved in
training a detection model: dataset, data preparation, training
YOLO models, and their evaluation as shown in Fig. 1.

Fig. 1: Workflow of this study
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To mimic the small dataset problems, the study randomly
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augmentation on them. The YOLO architecture and its vari-
ation are compared to detect sperm and impurity in healthy
subjects in order to find a suitable model for sperm detection.
For training and testing, the experiment uses 80% for training
10% for validation and 10% for testing. The results are also
evaluated using the precision, recall, F1-score, and mean
average precision (mAP) of sperm detection.
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This section of the related work examines the available
research on object detection using various techniques. The
emphasis, however, is mainly on research that employs the
YOLO series or its variations from YOLOv5 to the YOLOv8
model.
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for nameplate recognition and location. This YOLOv6 model
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which is better than other models.
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of different YOLO algorithms for detecting safety helmets
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helmet detection. In addition, Duan et al. [15] provide a
novel mask detection algorithm RMPC-YOLOv7 based on
YOLOv7 for detecting whether people wear masks in public
places with a mouthpiece dataset of 9240 images. This
proposed model was more accurate because of the new
downsampling structure. It added more parameters, though.

In term of YOLOv8, Lou et al. [16] suggested an approach
for small-size object detection in special scenarios. Visdron
(Nobj = 2.6 million), Tinyperson (Nobj = around 72k), and
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search presented here. For small detection in various complex
scenes, they found that the proposed DC-YOLOv8 algorithm
was better than other detectors at finding small objects in a
variety of complex scenes, both in terms of accuracy and
speed. Additionally, Cai et al. [17] showed the integration
of the CFIoU loss into the latest anchor-based YOLOv5
and anchor-free YOLOv8 object detection algorithms and
the quantitative comparison of BIoU losses and CFIoU loss
on the VisDrone2019 (Nobj = 540k) and SODA-D (Nobj =
more than 278k) datasets. They found that the CFIoU loss
function was effective in improving small object detection
and demonstrated superior performance in both anchor-based
and anchor-free object detection algorithms.

However, a large amount of data is normally required
for training most YOLO models effectively to gain high
detection. This is especially true in the case of sperm
detection, where data gathering is challenging and annota-
tion by reproductive physicians is required [6]–[8]. As a
consequence, the sperm dataset appears to be fairly limited,
and the performance of YOLO detection continues to be a
challenging problem.

III. MATERIALS AND METHODS

This section describes the dataset utilized in this study, as
well as data preparation, YOLO models, and our experimen-
tal assessments. There are four primary processes involved in
training a detection model: dataset, data preparation, training
YOLO models, and their evaluation as shown in Fig. 1.

Fig. 1: Workflow of this study

A. Dataset

To simulate the small-dataset problems in this study,
we randomly select 256 images from 3590 images of the
online dataset [9] containing 256 images that is defined as
the original dataset (OD) and then propose an augmented
dataset (AD) from the original dataset. This online dataset
contains two types of human sperm and impurities including
bacteria, protein lumps, and bubbles. The WLJY-9000 CASA
equipped with a 20× objective and 20× electronic glasses
is used to obtain videos of sperm under a microscope with
dimensions of 698 pixels by 528 pixels. In addition, fourteen
reproductive physicians annotated the datasets for human
sperm and their impurity objects.

B. Data preprocessing

Both OD and AD datasets are prepared with the same
two processes. Firstly, all images are resized with an aspect
ratio of 640×640 to fit the first layer input of the YOLO
architecture [18], [19]. After that, we tilled each image by
2×2. It divides the original image into four smaller images to
reduce the learning size per image and enhance the learning
of small objects [20].

To enhance the diversity of sperm and impurity pat-
terns in the AD dataset, we implemented two augmentation
techniques for modified datasets. Initially, these images are
adjusted with shear +15 or -15 for horizontal and vertical,
similar to a microscope image of sperm seen from different
angles [21]. The second method is called blur. It used
Gaussian blur with a radius of 2.5 pixels, similar to that of a
microscope, to focus on images of sperm at varied distances.
Finally, the Table I displays the total number of objects in
both the OD and AD datasets. The former dataset consists
of 9088 sperm and 219 impurities, while the latter contains
18962 sperm and 493 impurities.

TABLE I: Number of objects each class

Classes Original datasets Augmented datasets
sperm 9088 18962

impurity 219 493
Total 9307 19455

C. YOLO models training

The YOLO architecture is a single-stage neural network
that simultaneously predicts object bounding boxes and class
probabilities. It divides the input image into a grid, where
each cell predicts fixed bounding boxes and class proba-
bilities. The architecture comprises three parts: backbone,
neck, and head. The backbone extracts features and captures
spatial information from the image. The neck combines
these features for final predictions, and the head generates
class probabilities and bounding box coordinates using fully
connected or convolutional layers. This efficient design en-
ables real-time object detection across various applications.
We implemented four versions of the YOLO architecture:
YOLOv5 [22], YOLOv6 [23], YOLOv7 [19], [24], YOLOv8s
[25]. First of all, YOLOv5 is improves upon YOLOv3 [26]
because it uses a CSPDarknet53 backbone and a PA-Net neck

to find features and improve loss functions. Second, YOLOv6
with a Rep-PAN neck and an EfficientRep backbone. The
third model is called YOLOv7, and it has the same backbone
and neck as YOLOv5. However, YOLOv7 uses E-ELAN in
the last layer and adds an extra head for testing. YOLOv8
also has an advanced backbone and neck architecture, a split
Ultralytics head without anchors, and an optimized balance
between accuracy and speed for real-time detection.

In the experiment, the datasets OD and AD are split
into a train set, a validation set, and a test set, each with
a ratio of 80:10:10, respectively. All YOLO has the same
configurations: 100 epochs, learning rate with 0.01, and a
batch size as 16.

D. Evaluations

We evaluated detection performance using the test dataset
based on the confusion matrix for sperm and impurity ob-
jects. The most common measurement of detection comprise
of precision, recall, F1-score, and mAP as calculated by
Equations (1) to (4), respectively [6].

P = (TP )/(TP + FP ) (1)

R = (TP )/(TP + FN) (2)

F1 = (2 ∗ P ∗R)/(P +R) (3)

mAPIoU=threshold =

∑i=n
0 Pclassi

n
(4)

Here, P is a precision that measures the accuracy of
the model’s positive predictions, TP is a true positive of
sperm detection, FP is a false positive of sperm detection,
FN is a false negative of sperm detection, R is a recall
which measures the proportion of actual positive cases that
the model correctly identifies, F1 is a F1-score metric to
measures the balance between precision and recall, mAP is a
mean average precision which is the mean averaged precision
over all the object categories, and it’s the metric more used
to evaluate an object detection model, IoU is an intersection
over union, threshold is the minimum score that the model
will consider the prediction to be a true prediction, Pclassi

is a precision of class, and n is number of sample.

IV. RESULTS

This section describes the four sperm and impurity de-
tection assessments: precision, recall, F1-score, and mAP.
All YOLO models were trained and evaluated for object
detection using the OD and AD dataset as shown in both
Table II and Table III.
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A. Precision

Table II compares the performance of different YOLO
models for sperm and impurity detection using an OD
and AD. Clearly, when trained on the OD, the YOLOv5
and YOLOv6 models have more precision (> 0.96) than
the YOLOv7 and YOLOv8s models (< 0.76). Among the
YOLO models, the YOLOv5 model had the highest precision
(0.980). Regarding models trained with AD, all YOLO
models gain high precision (>0.94). Moreover, the YOLOv8s
model offers the best precision (0.994). When comparing an
OD and an AD, both YOLOv7 and YOLOv8s models get
identical precision results, with an improvement in precision
for AD.

B. Recall

Regarding recall assessment, all YOLO models had less
than 0.860 of recall on the OD. YOLOv5 model achieved
the greatest recall rate (0.853). However, YOLOv6 model
performed the lowest recall as 0.53. With AD training, the
recall of all models had risen considerably beyond 0.91. In
addition, the YOLOv8s and YOLOv7 models provide high
recall as 0.96 and 0.96, respectively.

C. F1-score

In terms of F1-score based on OD, the YOLOv5 model
delivered the greatest value of 0.912, but the results of other
YOLO models fall below 0.80. In particular, the YOLOv6
model has the lowest F1-score, at 0.685. Considering the AD,
the F1-score of all YOLO model outcomes is larger than
0.93. When comparing an OD and an AD, both YOLOv7
and YOLOv8s models also get identical F1-score as well as
precision results, with an improvement in F1-score for AD.

D. mAP

In terms of the mAP50 in Table III, the majority of models
in the OD performed below 0.80. Nevertheless, the YOLOv5
model had the greatest mAP50 (0.943). With the AD, all
models achieved mAP50 values greater than 0.94. Addition-
ally, the YOLOv8s model had the highest mAP50 value as
0.993. For the mAP50-S, in OD training, all models attained
mAP values greater than 0.86. In particular, the YOLOv5
model produced the best results (0.974). For the AD, all
models attained mAP50-S values more than 0.95, with the
YOLOv8s model achieved the highest value as 0.991. In
terms of mAP50-I, the majority of models performed below
0.72 for OD training but only YOLOv5 model gains 0.912.
In the AD, every model yields mAP50-I values greater than
0.92. The YOLOv8s had the largest mAP50-I (0.994).

E. Result of detection

Example of result for sperm and impurity detection for OD
and AD are illustrated in Fig. 2. In most of OD, sperm and
impurity detection is achieved by YOLOv5 model. However,
the YOLOv6, YOLOv7, and YOLOv8s model cannot detect
impurity in Fig. 2e, Fig. 2g, and Fig. 2i, respectively. For
AD, YOLOv6, YOLOv7, and YOLOv8s model are able to
achieve detection in sperm and impurity detection in Fig. 2f,
Fig. 2h, and Fig. 2j, respectively.

TABLE II: Experimental results of sperm and impurity
detection on test set

Model Precision Recall F1-score
OD AD OD AD OD AD

YOLOv5 0.980 0.955 0.853 0.913 0.912 0.934
YOLOv6 0.967 0.948 0.530 0.920 0.685 0.934
YOLOv7 0.769 0.972 0.827 0.963 0.797 0.967
YOLOv8s 0.685 0.994 0.760 0.965 0.721 0.979

Note: OD: trained by original dataset and AD: trained by Augmented
dataset

TABLE III: Experimental results of mAP value

Model mAP50 mAP50-S mAP50-I
OD AD OD AD OD AD

YOLOv5 0.943 0.945 0.974 0.967 0.912 0.922
YOLOv6 0.763 0.951 0.934 0.955 0.592 0.947
YOLOv7 0.696 0.969 0.867 0.974 0.525 0.964
YOLOv8s 0.795 0.993 0.874 0.991 0.715 0.994

Note: OD: trained by original dataset, AD: trained by Augmented
dataset, mAP50: mean average precision at an intersection over union
threshold of 0.5, mAP50-S: mAP50 of sperm detection, and mAP50-I:
mAP50 of impurity detection.

V. DISCUSSION

This section will discuss the model’s performance on OD
and AD. We discovered that the precision of the YOLOv5
and YOLOv6 models with OD training was more than 0.960,
as a result, [27], [28]. However, the YOLOv7 and YOLOv8s
models with this OD training are lower than 0.770 due
to the dataset’s limitations and a fixed number of epochs.
Consequently, after increasing the number of datasets as
AD by augmenting with shear and blur, all YOLO models
are able to achieve the high precision (>0.940) due to the
sufficient training data [29], while the number of epochs
remains constant.

For the recall evaluation, it is the proportion of actual
positive cases properly identified by the models. All YOLO
models perform lower than 0.86 with OD training [30]
because the model might detect sperm but mistakenly predict
impurity, which leads to incorrect class predictions. In con-
trast, all YOLO models with MD training achieved a high
recall of more than 0.910 [29], [31].

YOLOv5 with OD training had the best F1-score
(>0.910). However, according to the F1-score calculation, the
YOLOv6, YOLOv7, and YOLOv8s models were lower than
0.80, as the F1-score was a weighted average of accuracy
and recall. For AD training, all YOLO models got a high
F1-score (>0.930) which was similar to precision and recall
results.

In terms of mAP50, the YOLOv5 had the highest perfor-
mance (>0.940), but other YOLO models performed mAP50
as below 0.80. After training using AD, every model achieved
higher than 0.94. Regarding mAP50-S, each YOLO model
had a high result (>0.86). After undergoing MD training, all
models get a high mAP50-S. In the instance of mAP50-I,
the majority of YOLO models reach a lower than YOLOv5
(<0.72) because of the limited amount of impurity objects
in OD (n=219). As a result, the model cannot learn well
because of overfitting model [32]. In AD training, the number
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models for sperm and impurity detection using an OD
and AD. Clearly, when trained on the OD, the YOLOv5
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the YOLOv7 and YOLOv8s models (< 0.76). Among the
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model offers the best precision (0.994). When comparing an
OD and an AD, both YOLOv7 and YOLOv8s models get
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recall of all models had risen considerably beyond 0.91. In
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models achieved mAP50 values greater than 0.94. Addition-
ally, the YOLOv8s model had the highest mAP50 value as
0.993. For the mAP50-S, in OD training, all models attained
mAP values greater than 0.86. In particular, the YOLOv5
model produced the best results (0.974). For the AD, all
models attained mAP50-S values more than 0.95, with the
YOLOv8s model achieved the highest value as 0.991. In
terms of mAP50-I, the majority of models performed below
0.72 for OD training but only YOLOv5 model gains 0.912.
In the AD, every model yields mAP50-I values greater than
0.92. The YOLOv8s had the largest mAP50-I (0.994).

E. Result of detection

Example of result for sperm and impurity detection for OD
and AD are illustrated in Fig. 2. In most of OD, sperm and
impurity detection is achieved by YOLOv5 model. However,
the YOLOv6, YOLOv7, and YOLOv8s model cannot detect
impurity in Fig. 2e, Fig. 2g, and Fig. 2i, respectively. For
AD, YOLOv6, YOLOv7, and YOLOv8s model are able to
achieve detection in sperm and impurity detection in Fig. 2f,
Fig. 2h, and Fig. 2j, respectively.

TABLE II: Experimental results of sperm and impurity
detection on test set
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OD AD OD AD OD AD
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YOLOv7 0.696 0.969 0.867 0.974 0.525 0.964
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Note: OD: trained by original dataset, AD: trained by Augmented
dataset, mAP50: mean average precision at an intersection over union
threshold of 0.5, mAP50-S: mAP50 of sperm detection, and mAP50-I:
mAP50 of impurity detection.

V. DISCUSSION

This section will discuss the model’s performance on OD
and AD. We discovered that the precision of the YOLOv5
and YOLOv6 models with OD training was more than 0.960,
as a result, [27], [28]. However, the YOLOv7 and YOLOv8s
models with this OD training are lower than 0.770 due
to the dataset’s limitations and a fixed number of epochs.
Consequently, after increasing the number of datasets as
AD by augmenting with shear and blur, all YOLO models
are able to achieve the high precision (>0.940) due to the
sufficient training data [29], while the number of epochs
remains constant.

For the recall evaluation, it is the proportion of actual
positive cases properly identified by the models. All YOLO
models perform lower than 0.86 with OD training [30]
because the model might detect sperm but mistakenly predict
impurity, which leads to incorrect class predictions. In con-
trast, all YOLO models with MD training achieved a high
recall of more than 0.910 [29], [31].

YOLOv5 with OD training had the best F1-score
(>0.910). However, according to the F1-score calculation, the
YOLOv6, YOLOv7, and YOLOv8s models were lower than
0.80, as the F1-score was a weighted average of accuracy
and recall. For AD training, all YOLO models got a high
F1-score (>0.930) which was similar to precision and recall
results.

In terms of mAP50, the YOLOv5 had the highest perfor-
mance (>0.940), but other YOLO models performed mAP50
as below 0.80. After training using AD, every model achieved
higher than 0.94. Regarding mAP50-S, each YOLO model
had a high result (>0.86). After undergoing MD training, all
models get a high mAP50-S. In the instance of mAP50-I,
the majority of YOLO models reach a lower than YOLOv5
(<0.72) because of the limited amount of impurity objects
in OD (n=219). As a result, the model cannot learn well
because of overfitting model [32]. In AD training, the number

(a) Original image (b) Ground truth image

(c) YOLOv5-OD (d) YOLOv5-AD

(e) YOLOv6-OD (f) YOLOv6-AD

(g) YOLOv7-OD (h) YOLOv7-AD

(i) YOLOv8s-OD (j) YOLOv8s-AD

Fig. 2: Result of sperm and impurity detection

of impurity objects was raised to 493 in order to improve the
model’s performance. It seems that the quantity of impurity
objects can impact the performance of mAP50 and mAP50-I
when used in small datasets.

It can be seen that YOLOv5 outperforms YOLOv6,

YOLOv7, and YOLOv8s in all metrics with original dataset
[9], [33] according to Fig. 2c. Moreover, YOLOv5-OD can
detect sperm and impurity better than other YOLO models.
However, with AD training, all models performed better
across all metrics evaluated than training with original dataset
[20].

VI. CONCLUSIONS

This paper compares different YOLO models for sperm
and impurity detection between OD and AD in small dataset.
According to the results, YOLOv5 has a high precision,
recall, F1-score, and mAP for OD training, with values of
0.98, 0.85, 0.91, and 0.94, respectively. Moreover, training
with AD can increase the precision, recall, F1-score, and
mAP of all YOLO models. In particular, YOLOv8s had the
greatest accuracy, recall, F1-score, and mAP (0.994, 0.965,
0.979, and 0.993, respectively) because of the rising quantity
of sperm and impurity objects with diverse patterns. In future
research, an optimum training parameter for YOLO models
will be investigated. The many microscope scenarios, such
as light and occlusion, will be examined. In addition, the
small and imbalance dataset may be analyzed and modified
to maintain a high level of precision in sperm and impurity
identification. Furthermore, the framework for detection will
be combined with a tracking system for sperm monitoring.
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Abstract—Integrating AI into medical diagnosis can provide
a more accurate diagnosis when medical staff make treatment
decisions. This paper studied on several deep neural networks,
re-used with further training for a specific task in classifying
the stenosis of a patient’s coronary artery. From a 4DM-
SPECT application, we collected polar map images that report,
for example, myocardial perfusion, function and defect sever-
ity from cardiac emission computed tomography examination.
We conducted a comparative study to identify the optimal
combination of various state-of-the-art pre-trained models (i.e.,
VGG19, ResNet50, DenseNet121, and EfficientNetB0-B3) and
eight different modalities of the myocardial perfusion images for
classifying the stenosis of the coronary artery.

Index Terms—Deep Neural Network; Qualitative Analysis;
Myocardial Perfusion Imaging; Transfer Learning; Stenosis Clas-
sification

I. INTRODUCTION

Coronary Artery Diseases (CADs) are significant causes
of mortality worldwide. CADs account for an estimated 17.9
million deaths in 2019, with a projection indicating a future
increase. Myocardial Ischemia (MI) [1] is a subset of CADs
that occurs when coronary arteries supply insufficient oxygen
to heart muscles due to reduced heart blood flow. Poor blood
circulation is usually the result of a partial or complete
blockage of coronary arteries. Chronic coronary total occlusion
from extended ischemia can damage the myocardium and
eventually result in acute myocardial infarction, which is a
leading cause of sudden death from a heart attack.

As a screening procedure, computed tomography is com-
monly performed on suspected or symptomatic patients to ex-
amine myocardial perfusion or measure how well blood flows
through heart muscles. Results of this non-invasive medical
examination, also called Single-Photon Emission Computed
Tomography (SPECT), are qualitatively and quantitatively
analysed by a particular nuclear cardiology application, such
as 4DM-SPECT (later known as Corridor4DM), and then

visually reviewed by cardiologists or nuclear medicine physi-
cians through re-constructed images, polar maps. Positive pa-
tients are subsequently sent to confirm their coronary arteries’
possible contraction or obstruction by cardiac catheterisation.
However, this procedure is slightly harmful and considered an
invasive medical examination due to dye injection and catheter
insertion into blood vessels.

Artificial Intelligence (AI) has increasingly played an im-
portant role in medicine and healthcare. Artificially intelligent
applications include, for example, medical imaging analysis,
patient diagnosis, clinical decision support, and medical doc-
ument transcription. Ardila et al. [2] proposed their own deep
learning method from End-to-End that used a patient’s current
and prior computed tomography volumes to predict their risk
of getting lung cancer. More closely related to our work,
those of Betancur et al. [3] developed their own simple con-
volutional neural network (CNN) with three fully-connected
hidden layers to predict the obstruction from Myocardial
Perfusion Imaging (MPI) data collected from multiple test
centres. They trained the CNN from scratch with a proprietary
dataset and compared their prediction with the scoring of total
perfusion deficit (TPD). Coupet et al. [4], [5] proposed and
evaluated a 2D-3D Deep CNN and transfer learning framework
that exploited finely-tuned pre-trained models to detect brain
glioma from multimodal MRI sequences. Various state-of-
the-art pre-trained models (i.e., VGG19 [6], ResNet50 [7],
DenseNet [8], InceptionV3 [9] and EfficientNet-B6 [10]) were
studied to highlight the importance of mixing sequences with
models to improve the overall performance of their framework.

This research studies several deep neural networks with
transfer learning for the stenosis classification of coronary
arteries from MPI images. The contributions of this paper can
be clarified as follows:

• Many state-of-the-art deep neural networks are evaluated
with labels obtained from coronary angiography (CAG)
test results, and they show high classification accuracy,

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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sensitivity, and specificity.
• From the stress and rest SPECT test, several modalities of

reconstructed MPI polar map images based on myocardial
perfusion are examined in addition to basic raw perfusion.
These modalities include severity, defect severity, and
defect blackout.

• We conduct a thorough experiment by finely tuning
each studied model by Keras tuner to obtain the best
performance.

II. RELATED WORKS

A. Myocardial Perfusion Imaging (MPI)

Other than Exercise Electrocardiography (ECG) and Stress
Echocardiography, Myocardial Perfusion Imaging (MPI)1 is a
common non-invasive method of cardiac emission computed
tomography for screening patients with clinical disorders rang-
ing from asymptomatic atherosclerosis and stable angina to
acute coronary syndrome. Two MPI tests are carried out before
and after patients exercise to determine the effect of physical
stress. These tests are then labelled rest and stress imaging
modalities. From MPI, two quantitative software applications,
4DM-SPECT (aka. Corridor4DM [11]) and QPS-QGS2 [12],
are further used to process, analyse and report cardiac function
and perfusion.

Cardiologists or nuclear medicine physicians then perform
qualitative and quantitative assessments on the MPI report,
visualised as perfusion polar maps (Fig. 1 (A)), showing raw3,
severity, defect severity and defect blackout, as well as scores
computed according to the degree of each aspect of perfusion
overall and for each coronary artery4. The perfusion deficit on
this polar map is evaluated in its extent and severity, where
all areas that contain values below the assumed threshold are
blackened and shown in a defect blackout image.

Clinically interpreting MPI requires the experience of the
specialists, by which they may conclude the same test differ-
ently on the report of myocardial perfusion and contractility.
They either visually assess the polar map images or quantita-
tively assess the scores derived from the quantitative measure-
ments of myocardial perfusion and function. Otaki et al. [13]
compared quantitative and visual prognostic SPECT, and sug-
gested that quantitative analysis provided precise granular risk
stratification that is complementary to visual reading results.
However, human clinical interpretation by either quantitative
or qualitative analysis is considered subjective and suffers from
the problem of sub-optimal accuracy and re-interpretability.
For example, the accuracy of specialists’ assessment of the
4DM-SPECT MPI report at Rajavithi Hospital, Thailand, is
just 66.87% when positive patients of MPI were subsequently
sent to undergo coronary angiography (CAG) [14], [15] for

1aka. Radionuclide Myocardial Perfusion Imaging (rMPI).
2Quantitative Gated and Perfusion SPECT
3displaying the normalized polar map values reconstructed from image

voxel values.
4including left anterior descending coronary artery (LAD), left circumflex

coronary artery (LCX) and right coronary artery (RCA).

further evaluation of CAD. As a result, many patients were
subjected to the invasive test unnecessarily.

B. Deep Neural Network and Transfer learning

Deep Neural Network (DNN) is essentially a more complex
form of Machine Learning (ML), which mimics the function-
ing of human neural networks by modelling multi-layer artifi-
cial neural networks. Convolutional Neural Network (CNN) is
a special type of DNN model devised to process and extract
features from unstructured data, such as photos and videos. In
particular, CNN has convolutional layers, applying filters or
kernels to the input data so that local features can be extracted
while preserving spatial relationships. Transfer Learning (TL)
is another ML technique by which an ML model trained in one
task is reused and further trained to improve generalization in
another task. TL is beneficial, mainly when a training dataset
of the re-purposed task is very small because the weights of
a pre-trained model initialize the weights of a new model. In
the following, we describe examples of TL architectures used
in this study.:

1) VGG19: Simonyan and Zisserman [6] introduced a
depth CNN architecture with 16 or 19 hidden layers, which
is well known as VGG16 and VGG19. The VGG models
outperformed the previously proposed AlexNet with large
filters by increasing depths and exploiting a small 3x3 Con-
volution filter. The VGG16 model trained with ImageNet
dataset obtained a 92.7% accuracy and also won the ILSVR
(Imagenet) competition in 2014.

2) ResNet50: When training very deep neural networks,
the vanishing gradient is a common problem that causes deep
neural networks to learn more slowly or not at all. To solve
the problem, He et al. [7] proposed the concept of “(Skip)
Residual blocks”, acting as a shortcut, to skip some layers in
a neural network and feed the output of one layer as the input
to the next layers. The number of layers with parameters for
the entire training determines how to name this framework,
such as ResNet50.

3) DenseNet121: Developed by Facebook in 2017,
DenseNet [8] is a deep learning architecture that again aims to
fix the vanishing gradient problem. The DenseNet introduced
the concept of dense blocks, which densely connect layers
to receive input from all preceding layers. The advantages of
DenseNet include feature reuse, gradient flow mitigation, and
regularization.

4) EfficientNet: In 2019, Google’s research team released a
new model based on the concept that “a good model should be
deep and wide at an appropriate level [10].” The EfficientNet
model has a concept called “Compound Scaling” to scale up
both the depth and the width of the Network to help the
model extract features more accurately using resources as a
determinant. Following this concept makes all eight versions
of EfficentNet available, with each version from B0 to B7,
resulting from an increase in the constant ratio according to the
model’s version sequence. The higher the number of versions,
the higher the resources used and the predictive performance.
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subjected to the invasive test unnecessarily.

B. Deep Neural Network and Transfer learning

Deep Neural Network (DNN) is essentially a more complex
form of Machine Learning (ML), which mimics the function-
ing of human neural networks by modelling multi-layer artifi-
cial neural networks. Convolutional Neural Network (CNN) is
a special type of DNN model devised to process and extract
features from unstructured data, such as photos and videos. In
particular, CNN has convolutional layers, applying filters or
kernels to the input data so that local features can be extracted
while preserving spatial relationships. Transfer Learning (TL)
is another ML technique by which an ML model trained in one
task is reused and further trained to improve generalization in
another task. TL is beneficial, mainly when a training dataset
of the re-purposed task is very small because the weights of
a pre-trained model initialize the weights of a new model. In
the following, we describe examples of TL architectures used
in this study.:

1) VGG19: Simonyan and Zisserman [6] introduced a
depth CNN architecture with 16 or 19 hidden layers, which
is well known as VGG16 and VGG19. The VGG models
outperformed the previously proposed AlexNet with large
filters by increasing depths and exploiting a small 3x3 Con-
volution filter. The VGG16 model trained with ImageNet
dataset obtained a 92.7% accuracy and also won the ILSVR
(Imagenet) competition in 2014.

2) ResNet50: When training very deep neural networks,
the vanishing gradient is a common problem that causes deep
neural networks to learn more slowly or not at all. To solve
the problem, He et al. [7] proposed the concept of “(Skip)
Residual blocks”, acting as a shortcut, to skip some layers in
a neural network and feed the output of one layer as the input
to the next layers. The number of layers with parameters for
the entire training determines how to name this framework,
such as ResNet50.

3) DenseNet121: Developed by Facebook in 2017,
DenseNet [8] is a deep learning architecture that again aims to
fix the vanishing gradient problem. The DenseNet introduced
the concept of dense blocks, which densely connect layers
to receive input from all preceding layers. The advantages of
DenseNet include feature reuse, gradient flow mitigation, and
regularization.

4) EfficientNet: In 2019, Google’s research team released a
new model based on the concept that “a good model should be
deep and wide at an appropriate level [10].” The EfficientNet
model has a concept called “Compound Scaling” to scale up
both the depth and the width of the Network to help the
model extract features more accurately using resources as a
determinant. Following this concept makes all eight versions
of EfficentNet available, with each version from B0 to B7,
resulting from an increase in the constant ratio according to the
model’s version sequence. The higher the number of versions,
the higher the resources used and the predictive performance.

C. Deep Learning in Nuclear Medical Image Analysis

Papandrianos et al. [16] explored two CNN models, i.e.,
a self-custom CNN and a deep CNN using transfer learning
with VGG16, for SPECT MPI polar maps classification. In
their work, a small data set of 314 polar maps of only
raw perfusion in stress and rest representations, with AC
(attenuation correction) and NC (non-attenuation correction)
formats, were collected from patients who only underwent
CAG within 60 days. Ground truth, used to train and test
models, was labelled by two experts. Only positive patients
evaluated by routine visual assessment of MPI by physicians
would be sent to CAG. As a result, samples in their dataset
were questioned to be mostly positive. They reported the high
performance of VGG16 and custom CNN at 95.83% and
92.07%, respectively.

A later interesting work from the same research team by
Apostolopoulos et al. [17] studied an explainable AI algorithm,
Grad-CAM++, on a similar MPI dataset with a larger number
of 486 patients. They concatenated four modalities of raw
perfusion of MPI together into a single image, i.e., stress AC &
NC and rest AC & NC. They also enhanced a transfer learning
model from VGG16 to a more layer and complex VGG19
by adding feature-fusion blocks and attention modules. This
new model was renamed AFF-VGG19. The accuracy of their
proposed model trained and tested against CAG was strong,
with 78.81%, but much lower than that done against human
labelling, with 89.92% and that in their previous work.

III. EXPERIMENTAL DESIGN

Our study aims to compare the performance of stenosis
classification of pre-trained models with transfer learning, i.e.,
VGG19, ResNet50, DenseNet121, EfficientNetB0-3, further
trained from different modalities of MPI polar map. Each
modality is a combination of rest/stress (condition of patient’s
heart before or after exercise) and different reconstructions of
data, i.e., raw, severity (Sev), defect severity (Def Sev) and
defect blackout (Blo). We build each model by following our
data pipeline, as shown in Fig. 1.

A. Dataset

Our data were collected from “The Nuclear Medicine De-
partment of Rajvithi Hospital, Thailand” and cover a period of
patient information from 29 May 2008 to 22 February 2021.
Suspected or symptomatic patients underwent gated-SPECT
MPI imaging by a SPECT gamma-camera system (Infinia
3/8”, GE Healthcare). NC (Non-Attenuation Correction) was
applied in all cases in both stress and rest images, and data
were acquired over 180°. To create our experimental dataset,
we initially collected data only from patients cardiologists
assessed from their MPI test results positive in a test routine
in the hospital. Four hundred thirty-one positive patients were
then subjected to invasive CAG within 60 days from MPI for
further evaluation. CAG test results confirmed 298 positive
patients and 133 negative patients. This confirmation reveals
that the accuracy of human assessment of MPI is just 69.14%,
resulting in many patients undergoing CAG unnecessarily.

Fig. 1. Overall data processing pipeline of the current study.

Furthermore, the initial collection suffers from the problem of
an imbalanced dataset. To solve this issue by not synthesizing
or oversampling data, we gradually gathered more negative
samples of MPI and evaluated models until 115 negative
samples were finally added to the original dataset. By doing
so, we clinically assumed that negative samples from MPI
would have negative results from CAG as well. Eventually,
we obtained a somewhat balanced experimental dataset of 546
patients, with 298 positive and 248 negative samples, with the
ratio of positive to negative being 55:45.

We focused on eight modalities of polar maps, derived from
4DM-SPECT MPI test results [18] as shown in Fig 1 (A).
These modalities include:

(a) Raw polar map of stress (Raw str),
(b) Raw polar map of rest (Raw rst),
(c) Severity polar map of stress (Sev str),
(d) Severity polar map of rest (Sev rst),
(e) Defect Severity polar map of stress (Def Sev str),
(f) Defect Severity polar map of rest (Def Sev rst),
(g) (Defect) Blackout polar map of stress (Blo str), and
(h) (Defect) Blackout polar map of rest (Blo rst).
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We deliberately omitted the measurements of cardiac wall
motion and thickening for our future studies and considered
only the perfusion polar map in this research.

However, the pictures from 4DM-SPECT were not separated
into each polar map as shown in Fig 1 (A). Accordingly, we
cropped each polar map from the picture and resized each
polar map to 224x224 pixels, which was the default input size
for VGG19 and ResNet.

B. Normalization

In the data preparation, we normalized the value of each
channel of each pixel with a minimum of 0 and a maximum
of 255 to be in the range of 0 to 1 by min-max normalization
to reduce processing time when modeling.

C. Splitting Data

To select optimal models for the stenosis classification, we
employed the Three-Way Holdout method [19], with model
selection via Keras Tuner, to partition our data. This resulted
in a division of data into training and test sets in a 90:10
ratio. Furthermore, within the training set of initial splitting,
we performed an additional split into a training subset and a
validation subset in a 90:10 ratio as inputs of the Keras Tuner
for hyperparameter tuning.

D. Model

This research focused on the modalities and pre-trained
models, leading to 56 combinations to be compared. Each
experiment needed a pre-trained model in the convolution
layer and an effective setting of hyperparameters to ensure
the best result from each combination. Accordingly, the tuning
was applied to hyperparameters of the dense layer and dropout
layer, as well as an optimizer for compiling the model.

To apply the pre-trained model to our specific kind of data,
we added two dense layers to form a specific network for
the final stage. We tuned three simple hyperparameters, i.e.,
unit of dense, initial weight and activation function, for each
dense layer. A higher number of units enhanced the layer’s
capacity to capture complex patterns, but it also increased
the number of parameters in the model, which could lead
to overfitting and large model size. Therefore, we started
the tuning from 21, which was the same number of output
nodes, to 213, which should be large enough to discover a
suitable number of units. Besides, as activation function was
used to represent the complex relationships among data and a
different activation function leading to different convergence
rates and performance, five activation functions, i.e., i) Recti-
fied Linear Unit Function (ReLU), ii) Leaky Rectified Linear
Unit (LeakyReLU), iii) Hyperbolic Tangent Function (Tanh),
iv) Exponential Linear Unit (ELU) and v) Sigmoid, were
experimented to get a suitable one. Even though initial weights
for each model could impact the convergence speed and overall
performance of the neural network, it was randomly selected
by Keras Tuner by default. To get a better result, we applied
four initial weight techniques, i.e.,

(i) Zero, initializing all weights to 0;

(ii) He Normal [20], initializing each weigh to a random
number with a Gaussian distribution, N (µ = 0, σ2 =√

2/n), where n is the number of inputs to the node;
(iii) Glorot [21], initializing each weight to a random num-

ber with a continuous uniform distribution, U(α =
−
√
1/n, β =

√
1/n); and

(iv) Normalized Glorot, initializing each weight to a random
number with a continuous uniform distribution, U(α =
−
√
6/(n+m), β =

√
6/(n+m)), where m is the

number of outputs from the layer to find a suitable initial
weight.

However, adding a dense layer may lead to an overfitting
problem. So, we added a dropout layer between the two dense
layers and tuned the dropout rate from 0% to 100% to get
the best result. We also experimented with three optimizers,
i.e., Stochastic gradient descent (SGD), Adaptive Moment
Estimation (Adam) and Root Mean Square (RMSProp), with
learning rate tuning from 1e-1 to 1e-5 to get a suitable one
for each combination.

All of the tuning above were processed by Hyperband [22],
an optimization technique within the Keras Tuner library
designed to enhance the hyperparameter tuning process, with
the validation dataset. As our computational resources were
constrained, we selected Hyperband instead of the other
alternatives, e.g., Grid Search and Bayesian Optimization,
set max epochs to 30 instead of the default value of 100,
randomly selected 99 as our seed number and left the rest as
defaults.

E. Evaluation

After being trained, the models were evaluated with a test
set and compared by five evaluation metrics, i.e., Accuracy,
Sensitivity, Specificity, Area under the ROC curve (AUC),
Precision and F1 (Harmonic Mean of Precision and Recall
(Sensitivity)), by following [3], [16], [17]. A model with
low Sensitivity, meaning that the model is less effective at
detecting real disease cases, can put the life of a patient in
danger. While a model with low specificity does not lead to
any life-threatening, it instead leads to unnecessarily invasive
screening, e.g., CAG. Lastly, we use AUC to measure the
ability of a binary classification model to distinguish between
classes across different threshold settings and Precision to
assess how good a predictive model is to discover a sick
person.

IV. RESULTS AND DISCUSSION

Table I shows the top 10 models, ranked based on multiple
measures, including Accuracy as the primary factor, followed
by Sensitivity, Specificity, AUC, Precision and F1. According
to the results shown in the table, three models achieved the
same highest Accuracy value of 0.8727 (highlighted in bold).
These models are: i) Sev str Effb1, a model trained from
severity polar map of stress condition using Transfer Learning
with EfficientNet-B1; ii) Blo str Effb2, a model trained from
blackout polar map of stress condition using Transfer Learning
with EfficientNet-B2; and iii) Raw str Effb3, a model trained
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We deliberately omitted the measurements of cardiac wall
motion and thickening for our future studies and considered
only the perfusion polar map in this research.

However, the pictures from 4DM-SPECT were not separated
into each polar map as shown in Fig 1 (A). Accordingly, we
cropped each polar map from the picture and resized each
polar map to 224x224 pixels, which was the default input size
for VGG19 and ResNet.

B. Normalization

In the data preparation, we normalized the value of each
channel of each pixel with a minimum of 0 and a maximum
of 255 to be in the range of 0 to 1 by min-max normalization
to reduce processing time when modeling.

C. Splitting Data

To select optimal models for the stenosis classification, we
employed the Three-Way Holdout method [19], with model
selection via Keras Tuner, to partition our data. This resulted
in a division of data into training and test sets in a 90:10
ratio. Furthermore, within the training set of initial splitting,
we performed an additional split into a training subset and a
validation subset in a 90:10 ratio as inputs of the Keras Tuner
for hyperparameter tuning.

D. Model

This research focused on the modalities and pre-trained
models, leading to 56 combinations to be compared. Each
experiment needed a pre-trained model in the convolution
layer and an effective setting of hyperparameters to ensure
the best result from each combination. Accordingly, the tuning
was applied to hyperparameters of the dense layer and dropout
layer, as well as an optimizer for compiling the model.

To apply the pre-trained model to our specific kind of data,
we added two dense layers to form a specific network for
the final stage. We tuned three simple hyperparameters, i.e.,
unit of dense, initial weight and activation function, for each
dense layer. A higher number of units enhanced the layer’s
capacity to capture complex patterns, but it also increased
the number of parameters in the model, which could lead
to overfitting and large model size. Therefore, we started
the tuning from 21, which was the same number of output
nodes, to 213, which should be large enough to discover a
suitable number of units. Besides, as activation function was
used to represent the complex relationships among data and a
different activation function leading to different convergence
rates and performance, five activation functions, i.e., i) Recti-
fied Linear Unit Function (ReLU), ii) Leaky Rectified Linear
Unit (LeakyReLU), iii) Hyperbolic Tangent Function (Tanh),
iv) Exponential Linear Unit (ELU) and v) Sigmoid, were
experimented to get a suitable one. Even though initial weights
for each model could impact the convergence speed and overall
performance of the neural network, it was randomly selected
by Keras Tuner by default. To get a better result, we applied
four initial weight techniques, i.e.,

(i) Zero, initializing all weights to 0;

(ii) He Normal [20], initializing each weigh to a random
number with a Gaussian distribution, N (µ = 0, σ2 =√

2/n), where n is the number of inputs to the node;
(iii) Glorot [21], initializing each weight to a random num-

ber with a continuous uniform distribution, U(α =
−
√
1/n, β =

√
1/n); and

(iv) Normalized Glorot, initializing each weight to a random
number with a continuous uniform distribution, U(α =
−
√
6/(n+m), β =

√
6/(n+m)), where m is the

number of outputs from the layer to find a suitable initial
weight.

However, adding a dense layer may lead to an overfitting
problem. So, we added a dropout layer between the two dense
layers and tuned the dropout rate from 0% to 100% to get
the best result. We also experimented with three optimizers,
i.e., Stochastic gradient descent (SGD), Adaptive Moment
Estimation (Adam) and Root Mean Square (RMSProp), with
learning rate tuning from 1e-1 to 1e-5 to get a suitable one
for each combination.

All of the tuning above were processed by Hyperband [22],
an optimization technique within the Keras Tuner library
designed to enhance the hyperparameter tuning process, with
the validation dataset. As our computational resources were
constrained, we selected Hyperband instead of the other
alternatives, e.g., Grid Search and Bayesian Optimization,
set max epochs to 30 instead of the default value of 100,
randomly selected 99 as our seed number and left the rest as
defaults.

E. Evaluation

After being trained, the models were evaluated with a test
set and compared by five evaluation metrics, i.e., Accuracy,
Sensitivity, Specificity, Area under the ROC curve (AUC),
Precision and F1 (Harmonic Mean of Precision and Recall
(Sensitivity)), by following [3], [16], [17]. A model with
low Sensitivity, meaning that the model is less effective at
detecting real disease cases, can put the life of a patient in
danger. While a model with low specificity does not lead to
any life-threatening, it instead leads to unnecessarily invasive
screening, e.g., CAG. Lastly, we use AUC to measure the
ability of a binary classification model to distinguish between
classes across different threshold settings and Precision to
assess how good a predictive model is to discover a sick
person.

IV. RESULTS AND DISCUSSION

Table I shows the top 10 models, ranked based on multiple
measures, including Accuracy as the primary factor, followed
by Sensitivity, Specificity, AUC, Precision and F1. According
to the results shown in the table, three models achieved the
same highest Accuracy value of 0.8727 (highlighted in bold).
These models are: i) Sev str Effb1, a model trained from
severity polar map of stress condition using Transfer Learning
with EfficientNet-B1; ii) Blo str Effb2, a model trained from
blackout polar map of stress condition using Transfer Learning
with EfficientNet-B2; and iii) Raw str Effb3, a model trained

TABLE I
PERFORMANCE METRICS OF TOP 10 DEEP NEURAL NETWORKS ACCORDING TO ACCURACY,

FOLLOWED BY SENSITIVITY, SPECIFICITY, AUC, PRECISION AND F1, WITH MAIN REFERENCE TO CAG.

Rank Data Accuracy Sensitivity Specificity AUC Precision F1
1 Sev str Effb1 0.8727 0.8723 0.7403 0.8717 0.8723 0.8723
2 Blo str Effb2 0.8727 0.8662 0.8141 0.8717 0.8662 0.8662
3 Raw str Effb3 0.8727 0.8662 0.7730 0.8724 0.8662 0.8662
4 Blo str Effb0 0.8545 0.8505 0.6887 0.8519 0.8505 0.8505
5 Def Sev str Effb3 0.8545 0.8444 0.8218 0.8525 0.8444 0.8505
6 Blo str VGG19 0.8545 0.8444 0.7805 0.8525 0.8444 0.8444
7 Def Sev str Effb1 0.8545 0.8444 0.7750 0.8519 0.8444 0.8444
8 Raw str Effb2 0.8545 0.8444 0.7656 0.8333 0.8444 0.8444
9 Def Sev str EffB0 0.8364 0.8349 0.7951 0.8347 0.8349 0.8444

10 Blo str EffB1 0.8364 0.7738 0.8349 0.8347 0.8349 0.8349

from raw polar map of stress condition using Transfer Learn-
ing with EfficientNet-B3. From this finding, we can suggest
that training models with other modalities, i.e., severity and
blackout, can build strong models for stenosis classification.
It is worth mentioning that when comparing the results of
our models with that of Apostolopoulos et al. [17] using just
raw perfusion with an AFF-VGG19 and a baseline VGG19,
our models with a fine-tuning of hyperparameters outperform
theirs, 0.7881 and 0.6955, respectively, in terms of Accuracy.
Our standard VGG19 model, e.g., Blo str VGG19, also per-
forms better than their custom AFF-VGG19. Although we
cannot directly compare the results due to different datasets,
we can argue that our dataset in this study is well-balanced
and model optimization is a vital process in model training.
We can also maintain the suggestion of using other modalities
of reconstructed MPI images (e.g., severity and blackout),
without concatenating them all into a single image, and
using other more advanced deep neural networks, particularly
EfficientNet, to train models for this task.

When further considering the Sensitivity of the top three
models, Sev str Effb1 achieved the highest Sensitivity value
of 0.8723. However, among the three models with top Accu-
racy, Sev str Effb1 performed the worst with a Specificity
value of 0.7403, significantly below the highest value of
0.8349 with a difference of 0.0946. When life-threatening
is our main focus, we will choose Sev str Effb1 as the
first choice due to the highest Sensitivity. Sev str Effb1 also
obtains the best performance in terms of Accuracy, Precision
and F1. However, when we consider all measures together,
Blo str Effb2 model seems to be the best classifier for the
prediction of stenosis because it performed with the best Accu-
racy, the second best Sensitivity with not much difference from
the top, the third best Specificity with not much difference
from the top and the second best Precision and F1 with not
much difference from the top. Moreover, considering AUC
(Area Under the ROC Curve, as shown in Fig.2), it performed
the second best with AUC score of 0.8717 (considering as
excellent discrimination in accordance with [23].)

As shown in the Table I, all of the top 10 models were
trained from the polar map of stress condition. So, considering
only one modality, training from the polar map of stress is

Fig. 2. ROC Curve of top 10 models according to Accuracy

better than training from the polar map of rest. Furthermore, 4
out of the top 10 models were trained from the defect blackout
polar map of stress condition (Blo str). Accordingly, Blo str
seems to be a good choice of modalities to be used as a
training set. Moreover, 9 out of the top 10 models used transfer
learning with EfficientNet even though we experimented with
B0 to B3 versions with their small scale of network because
of our computational constraint. We expected that EfficientNet
version B4 to B7 with a larger scale of network should
potentially lead to a more effective classification model in our
future studies.

V. CONCLUSION

In this paper, we compared the performance of seven state-
of-the-art deep neural networks with transfer learning when
trained separately from eight modalities of MPI polar maps
to find the best predictive model for stenosis of CAD. Our
label data was hybrid confirmed with CAG and assumed
clinically. We added two dense layers into our neural network
and used Hyperband for hyperparameter tuning. Considering
Accuracy, Sensitivity, Specificity, AUC, Precision and F1 all
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together, EfficientNet version B2 trained from a blackout polar
map of the stress condition seems to be the most suitable
model for predicting CAD with the highest Accuracy value of
0.8727. However, aware mostly of life-threatening, Efficient-
Net version B1 trained from a severity polar map of the stress
condition is the best choice with the same highest Accuracy
and the highest Sensitivity at 0.8723. In our future work,
we will focus on improving the model performance, such as
using more effective pre-trained models (e.g., EfficientNetV2),
feeding different images of stress and rest polar maps, studying
an explainable AI method to highlight the regions influencing
the model’s output, adding augmentation to increase our data
for training and applying ensemble methods.
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together, EfficientNet version B2 trained from a blackout polar
map of the stress condition seems to be the most suitable
model for predicting CAD with the highest Accuracy value of
0.8727. However, aware mostly of life-threatening, Efficient-
Net version B1 trained from a severity polar map of the stress
condition is the best choice with the same highest Accuracy
and the highest Sensitivity at 0.8723. In our future work,
we will focus on improving the model performance, such as
using more effective pre-trained models (e.g., EfficientNetV2),
feeding different images of stress and rest polar maps, studying
an explainable AI method to highlight the regions influencing
the model’s output, adding augmentation to increase our data
for training and applying ensemble methods.

ACKNOWLEDGMENT

This research work is fully funded by the Health Systems
Research Institute (HSRI) under project no. “66-041”, and
partially supported by the School of Information Technology,
KMITL for Nareekarn’s Higher Degree by Research. This
work is a collaboration between KMITL and Rajavithi Hos-
pital. Two IRBs have ethically approved this research with
certificate no. “EC-KMITL 65 117” and “Rajavithi 024/2566”.
Many special thanks should also go to Miss Taratip Narawong
and Dr. Tarit Taerakul (MD.) for the permit of data access and
collection.

REFERENCES

[1] J. de Lemos and T. Omland, Chronic Coronary Artery Disease: A Com-
panion to Braunwald’s Heart Disease, ser. Companion to Braunwald’s
Heart Disease. Elsevier Health Sciences, 2017.

[2] D. Ardila, A. P. Kiraly, S. Bharadwaj, B. Choi, J. J. Reicher, L. Peng,
D. Tse, M. Etemadi, W. Ye, G. Corrado, D. P. Naidich, and S. Shetty,
“End-to-end lung cancer screening with three-dimensional deep learning
on low-dose chest computed tomography,” Nature Medicine, vol. 25,
no. 6, pp. 954–961, 2019.

[3] J. A. Betancur, L.-H. Hu, F. Commandeur, T. Sharir, A. J. Einstein,
M. B. Fish, T. D. Ruddy, P. Kaufmann, A. J. Sinusas, E. J. Miller, T. M.
Bateman, S. Dorbala, M. Di Carli, G. Germano, Y. Otaki, J. X. Liang,
B. K. Tamarappoo, D. Dey, D. S. Berman, and P. J. Slomka, “Deep
learning analysis of upright-supine high-efficiency spect myocardial
perfusion imaging for prediction of obstructive coronary artery disease:
A multicenter study,” Journal of Nuclear Medicine, 2018.

[4] M. Coupet, T. Urruty, T. Leelanupab, M. Naudin, P. Bourdon,
C. Fernandez-Maloigne, and R. Guillevin, “A multi-sequences MRI deep
framework study applied to glioma classification,” Multimedia Tools and
Applications, vol. 81, no. 10, pp. 13 563–13 591, feb 28 2022.

[5] ——, “An empirical study of deep neural networks for glioma detection
from MRI sequences,” in Neural Information Processing. Springer
International Publishing, 2020, pp. 113–125.

[6] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in proceedings of the 3rd International
Conference on Learning Representations, ICLR 2015, San Diego, CA,
USA.

[7] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in proceedings of the 29th IEEE Conference on Computer
Vision and Pattern Recognition, CVPR 2016, Las Vegas, NV, USA.

[8] G. Huang, Z. Liu, L. van der Maaten, and K. Q. Weinberger, “Densely
connected convolutional networks,” Transactions of the Association for
Computational Linguistics.

[9] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking
the inception architecture for computer vision,” in proceedings of the
29th IEEE Conference on Computer Vision and Pattern Recognition,
CVPR 2016, Las Vegas, NV, USA.

[10] M. Tan and Q. V. Le, “Efficientnet: Rethinking model scaling for
convolutional neural networks,” in proceedings of the 36th International
Conference on Machine Learning, ICML 2019, Long Beach, CA, USA.

[11] E. P. Ficaro, B. C. Lee, J. N. Kritzman, and J. R. Corbett, “Corridor4dm:
The michigan method for quantitative nuclear cardiology,” Journal of
Nuclear Cardiology, vol. 14, no. 4, pp. 455–465, 2007, abstracts of
Original Contributions, ASNC 2007, 12th Annual Scientific Session.

[12] G. Germano, P. B. Kavanagh, P. J. Slomka, S. D. Van Kriekinge,
G. Pollard, and D. S. Berman, “Quantitation in gated perfusion spect
imaging: the cedars-sinai approach.” J Nucl Cardiol, vol. 14, no. 4, pp.
433–454, Jul 2007.

[13] Y. Otaki, J. Betancur, T. Sharir, L.-H. Hu, H. Gransar, J. X. Liang, P. N.
Azadani, A. J. Einstein, M. B. Fish, T. D. Ruddy, P. A. Kaufmann, A. J.
Sinusas, E. J. Miller, T. M. Bateman, S. Dorbala, M. D. Carli, B. K.
Tamarappoo, G. Germano, D. Dey, D. S. Berman, and P. J. Slomka,
“5-year prognostic value of quantitative versus visual mpi in subtle
perfusion defects,” JACC: Cardiovascular Imaging, vol. 13, no. 3, pp.
774–785, 2020.

[14] E. N. Arnett, “Coronary Artery Narrowing in Coronary Heart Disease:
Comparison of Cineangiographic and Necropsy Findings,” Annals of
Internal Medicine, vol. 91, no. 3, p. 350, sep 1 1979.

[15] W. C. Roberts and A. A. Jones, “Quantitation of coronary arterial
narrowing at necropsy in sudden coronary death,” The American Journal
of Cardiology, vol. 44, no. 1, pp. 39–45, 7 1979.

[16] N. I. Papandrianos, I. D. Apostolopoulos, A. Feleki, D. J. Apostolopou-
los, and E. I. Papageorgiou, “Deep learning exploration for spect mpi
polar map images classification in coronary artery disease.” Ann Nucl
Med, vol. 36, no. 9, pp. 823–833, Sep 2022.

[17] I. D. Apostolopoulos, N. D. Papathanasiou, N. Papandrianos, E. Pa-
pageorgiou, and D. J. Apostolopoulos, “Innovative attention-based ex-
plainable feature-fusion vgg19 network for characterising myocardial
perfusion imaging spect polar maps in patients with suspected coronary
artery disease,” Applied Sciences, vol. 13, no. 15, 2023.

[18] G. Healthcare, 4D–MSPECT PROTOCOL For XelerisTM 2 Functional
Imaging PR Systems Operator Guide, 1st ed. GE Healthcare, 2007.

[19] S. Raschka, “Model evaluation, model selection, and algorithm selection
in machine learning,” CoRR, vol. abs/1811.12808, 2018.

[20] K. He, X. Zhang, S. Ren, and J. Sun, “Delving deep into rectifiers:
Surpassing human-level performance on imagenet classification,” CoRR,
vol. abs/1502.01852, 2015.

[21] X. Glorot and Y. Bengio, “Understanding the difficulty of training deep
feedforward neural networks,” in proceedings of the 13th International
Conference on Artificial Intelligence and Statistics, AISTATS 2010,
Sardinia, Italy.

[22] L. Li, K. G. Jamieson, G. DeSalvo, A. Rostamizadeh, and A. Talwalkar,
“Efficient hyperparameter optimization and infinitely many armed ban-
dits,” CoRR, vol. abs/1603.06560, 2016.

[23] D. W. Hosmer, S. Lemeshow, and R. X. Sturdivant, Chapt. 5 “Assessing
the Fit of the Model”. Wiley, 2013.

Automatic Identification of Abnormal Lung Sounds 
Using Time-Frequency Analysis and Convolutional 

Neural Network 
 

Rattanathon Phettom 
Biomedical Engineering Institute, 

Chiang Mai University, and 
Graduated School, 

Chiang Mai University 
Chiang Mai, Thailand 

rattanathon_p@cmu.ac.th 
 
 

Nipon Theera-Umpon*, Senior Member 
IEEE 

Biomedical Engineering Institute, 
Chiang Mai University, and 

Department of Electrical Engineering, 
Chiang Mai University 
Chiang Mai, Thailand 

nipon@ieee.org 
*Corresponding Author 

 

Sansanee Auephanwiriyakul, Senior 
Member IEEE 

Biomedical Engineering Institute, 
Chiang Mai University, and 

Department of Computer Engineering, 
Chiang Mai University 
Chiang Mai, Thailand 

sansanee@ieee.org 
 

Abstract—This research focuses on the development of a 
method utilizing signal processing and machine learning 
techniques to identify abnormal lung sounds, specifically 
adventitious lung sounds, for diagnosis and monitoring. The 
proposed algorithm combines short-time Fourier transform 
(STFT) with convolutional neural networks (CNN) to 
automatically analyze breath sounds captured by a stethoscope. 
By employing a band pass filter, noise is effectively removed, 
facilitating accurate identification of lung sounds. The 
algorithm classifies abnormal lung sounds, such as crackles and 
wheezes, with an impressive accuracy rate of 85.27%. This 
research not only enhances the efficiency of physical 
examinations but also enables the recording and analysis of lung 
sounds, thereby offering valuable insights into the progression 
of treatments. Furthermore, the development of this medical 
device has significant implications for advancing human 
healthcare and information retrieval in the field of respiratory 
medicine. 

Keywords—lung sound, breath sound identification, abnormal 
lung sound, short-time Fourier transform, convolutional neural 
networks 

I. INTRODUCTION 
Respiratory diseases can be analyzed through the 

examination of lung sounds, with doctors utilizing a 
stethoscope as a diagnostic tool to identify abnormal sounds. 
Accurate identification of these sounds is crucial for a proper 
diagnosis and effective treatment. While listening through a 
stethoscope is a relatively simple approach, accurate diagnosis 
based on this method requires professional expertise, which 
may present challenges for novice examiners. In light of this, 
we aim to develop an algorithm capable of automatically 
identifying normal and abnormal lung sounds, specifically 
classifying them as wheezes or crackles. The implementation 
of such an algorithm has several potential benefits, including 
reducing the subjective examination time for medical 
personnel in identifying normal and abnormal lung sounds and 
mitigating the bias associated with subjective assessments 
based on observer experience. This research focuses on the 
common occurrence and clinical significance of crackles and 
wheezing [1] in respiratory diseases, utilizing recorded lung 
sound signals for analysis. 

Breath sound is a significant bio-signal originating from 
the chest region during inhalation and exhalation [2]. These 

sounds are easily perceivable in a quiet environment or when 
we consciously focus on our breathing. The act of breathing is 
the result of the coordinated action of respiratory muscles, and 
as air flows through the airways, breath sounds are produced. 
Each complete cycle of inhalation and exhalation is referred 
to as a lung cycle. The primary muscle responsible for 
breathing is the diaphragm, which contracts during inhalation, 
leading to an increase in lung volume and the intake of air. 
Conversely, during exhalation, when the diaphragm relaxes, 
lung volume decreases, and air is expelled from the lungs. As 
a consequence, inspiratory and expiratory sounds are 
generated, representing different phases of the breathing 
process. 

The diagnostic process for respiratory diseases involves 
the auscultation technique, which entails the clinical 
examination of the lungs by listening to specific areas on the 
anterior (front), posterior (back), and lateral (side) regions of 
the chest wall. The presence of abnormal sounds during 
auscultation is referred to as adventitious sounds (AS). 
Examples of these sounds include crackles, wheezing, and 
others, characterized by variations in frequency, pitch, 
intensity, and energy. It is evident that the analysis of these 
adventitious sounds can provide valuable information for 
diagnosing lung diseases. Hence, the primary hypotheses of 
this research are as follows: Firstly, the algorithm developed 
will be capable of identifying lung sound cycles, thereby 
distinguishing between normal and abnormal lung sounds. 
Secondly, in cases where abnormal lung sounds are detected, 
the algorithm will successfully classify them as crackles or 
wheezing based on recorded lung sounds [1] obtained from a 
respiratory dataset [2]. To ensure accuracy, all sound files 
undergo noise removal procedures, followed by segmentation 
into individual lung sound cycles. Finally, a convolutional 
neural network (CNN) is employed to identify abnormal 
sounds within these cycles. This algorithmic approach enables 
efficient and effective detection of abnormal breath sounds, 
contributing to improved diagnostic capabilities in respiratory 
medicine. 

This paper is organized as follows. The background of 
respiratory sound processing and related works are presented 
in section II. Section III explains the experimental framework 
for this research. The experimental results and discussion are 
presented in section IV, while section V concludes this paper. 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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II. RESPIRATORY SOUND PROCESSING AND RELATED 
RESEARCH 

The automatic acoustic identification of respiratory sounds 
has the potential to assist doctors in the classification of 
diseases related to the human respiratory system, such as 
asthma, pneumonia, and chronic obstructive pulmonary 
diseases (COPD) [3]. These diseases exhibit distinctive 
acoustic patterns when listening to lung sounds. The 
classification tasks can be broadly categorized into two 
groups: disease classification [3] and abnormal sound 
classification [4]. Meanwhile, there is a growing demand for 
new and simplified methods to detect respiratory diseases 
from lung sounds, for example, a robust deep learning 
framework [5], the extraction of lung sounds from mixed heart 
and lung sounds [6], the study of non-linearity and non-
stationarity nature of lung sound signals [7]. 

In light of the aforementioned challenges, researchers have 
developed novel algorithms aimed at identifying normal 
breath sounds and abnormal breath sounds, specifically 
crackles and wheezing. Distinguishing normal breath sounds 
is relatively straightforward. However, crackle and wheezing 
sounds can occur in various regions of the lungs, including the 
trachea. Wheezing sounds, characterized by longer duration 
and greater loudness than usual, typically exhibit frequencies 
ranging from 250 to 400 Hz. Conversely, crackle sounds 
manifest as continuous popping sounds throughout the breath 
cycle and can occur across a wide range of frequencies within 
the lung sound spectrum [8]. 

Numerous studies have been conducted to identify normal 
and abnormal lung sounds, employing various techniques and 
algorithms, for example, using the Hough transform of 
spectrograms [9], wavelet packet decomposition [10], 
adaptive multi-level in-exhale segmentation technique [11], 
time-expanded waveform analysis [12]. These advancements 
have paved the way for more accurate and automated analysis 
of respiratory sounds, improving the diagnosis and treatment 
of respiratory diseases. 

Some research studies have focused on diagnosing 
diseases from lung sounds and addressing the issue of noise 
interference, particularly from heart sounds [13], [14]. 
Furthermore, research has focused on noise removal 
techniques, particularly in cases where heart sounds interfere 
with lung sounds [15]−[17]. These studies have contributed to 
the development of noise removal techniques and accurate 
disease diagnosis from lung sounds, addressing the challenges 
posed by overlapping heart sounds and various ambient 
noises. 

Furthermore, the normal lung sound (vesicular breath 
sound) and the abnormal lung sounds (crackle and wheezing) 
are different in some characteristic as shown next [8]. 

In Figure 1, the vesicular breath sound is characterized by 
its soft, low-pitched nature with a rustling quality. During 
inspiration, it is louder and has a longer duration compared to 
expiration. The ratio of inspiration to expiration is 
approximately 1:3. Figure 2 shows crackle sounds that exhibit 
popping, low-pitched characteristics with a bubbling quality. 
They are louder and have a longer duration compared to fine 
crackles. These crackles can be heard during both inspiration 
and expiration. Wheezing is a continuous sound that can be 
either high-pitched (squeaking) or low-pitched (snoring or 
moaning) as shown in Figure 3. It is caused by the narrowing 
of airways, leading to a prolonged wheezing phase. Wheezing 
can occur during both inspiration and expiration. 

These descriptions provide an overview of the 
characteristics of vesicular breath sounds, crackles, and 
wheezing. Understanding these distinct sounds can aid in the 
identification and diagnosis of respiratory conditions during 
auscultation. 

III. EXPERIMENTAL FRAMEWORK 
The experimental framework employed in this study 

includes data acquisition, data preparation, classification, and 
performance evaluation as depicted in Figure 4. The steps 
involved in each phase are as follows: 

 

 

Fig. 1  Waveform of vesicular breath sound. 

Fig. 2  Waveform of crackle. 

Fig. 3  Waveform of expiration wheezing. 
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1) Data acquisition 

We utilized a dataset called “Α Respiratory Sound 
Database for the Development of Automated Classification” 
[2]. The dataset consists of 920 lung sound files obtained from 
126 subjects. The files have varying lengths ranging from 10 
seconds to 90 seconds. The dataset includes a total of 5.5 hours 
of recordings, comprising 6,898 respiratory cycles. Among 
these cycles, 1,864 contain crackle sounds, 886 contain 
wheeze sounds, and 506 contain both crackle and wheeze 
sounds. The dataset includes recordings from individuals of 
different age groups, including children, adults, and the 
elderly. Both clean respiratory sounds and noisy recordings 
that simulate real-life conditions are included in the dataset. 

2) Data processing 

a) Noises removing 

We aimed to isolate the breathing cycles in each sound file. 
However, we found that in some files, the heart sounds 
interfered more prominently than the lung sounds, resulting in 
the breathing cycle being obscured by the heartbeat cycle, 
which occurs more frequently. To address this issue, a 5th-
order Butterworth bandpass filter was employed to eliminate 
the heart sound. Only frequencies between 200 Hz and 2000 
Hz were allowed to pass through the filter. As a result, the low-
frequency sound of the heart was effectively removed (Figure 
5). The lung sound typically has frequencies lower than 1600 
Hz [15], while frequencies higher than that are likely to be 
environmental noise. Additionally, any speech interruptions 
within the breathing cycle, which contain both low and high 
frequencies [18] that are more noticeable than lung sounds, 
were removed.  

b) Short-time Fourier transform (STFT) 

After removing the noise from the signal, we analyzed the 
signal in the time domain by taking the absolute value of the 
signal. Thresholding was then applied to obtain the breathing 
cycle, but the resulting signal was spiky, making it difficult to 
identify the cycle. To address this issue, we utilized short-time 
Fourier transform (STFT) X(j, k) according to  

( ), ( ) ( ) ikn

n
X j k x n w n j e

∞
−

=−∞

= − ,  (1) 

where x(n) represents the signal and w(n) is the analyzing 
window. STFT provides a frequency representation of the 
signal at different time points [19]. This approach allowed us 
to observe the spiky signal as frequencies within the cycle. 
The frequency domain representation of the cycle is often 
clearer than the time domain representation, as shown in 
Figures 6 and 7. Both figures have time on the X-axis in 
seconds, but the Y-axis of Figure 6 represents amplitude, 
while the Y-axis of Figure 7 represents frequency in hertz 
(Hz). 

c) Cycle detecting 

To detect the breathing cycle from the two-dimensional 
STFT representation, we combined the values in each row to 
obtain a one-dimensional graph. Then a Gaussian filter was 
applied to smooth it. However, the smoothed graph still 
contained jagged portions, so a morphological opening 
operator was performed to further refine the graph. We 
applied peak and low point detection algorithms to identify 
true peaks (inspiration or expiration points) and true low 
points (covering the breathing cycle) on the graph (Figure 8). 
Subsequently, the graph was merged with the STFT 
representation to locate the starting and ending points of the 
breathing cycles. Finally, the STFT representation was 
segmented into individual cycles, preparing the data for 
training and testing purposes (Figure 9).  

d) Classification 

For each case, 80% of the data were randomly used for 
training a convolutional neural network (CNN). A pretrained 
GoogLeNet model was utilized. The inputs of the CNN were 
STFT images covering the breathing cycle detected in the 
previous step. The outputs of the CNN were set depending 
upon each of the four following cases: 1) crackle and wheeze, 
2) crackle and normal, 3) wheeze and normal, and 4) all three 
combined (crackle, wheeze, and normal). The number of 
epochs and the learning rate were set to 60 and 0.001, 

Fig. 4  Block diagram framework of this research. 

Fig. 5  Top: Waveform without bandpass filter. 
Bottom: Waveform with bandpass filter.  

Fig. 6  Lung sound signal in time domain. 

Fig. 7  STFT of lung sound signal in Fig. 6. 
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respectively. The remaining 20% of the data were used to test 
the algorithm model specific to each case. 

e) Performance evaluation 

After the signals were classified by the algorithm model, 
performance evaluation metrics were calculated including the 
true positive (TP), true negative (TN), false positive (FP), and 
false negative (FN) values. These values were further used to 
calculate accuracy, precision, sensitivity, specificity, F1-
score, and correlation using Equations (2) to (7), respectively 
[20-24]. 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
. (2) 
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TP FP
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IV. EXPERIMENTAL RESULTS AND DISCUSSION 
To provide a comprehensive analysis of the obtained  

results on the test data, the confusion matrices for all 4 cases, 
namely “all together crackle vs. wheeze vs. normal,” “crackle 
vs. wheeze,” “crackle vs. normal,” and “wheeze vs. normal,” 
are presented in Figures 10 to 13, respectively. Table 1 
presents the performance evaluation metrics for each case, 
including accuracy, precision, sensitivity, F1-score, and 
correlation. 

It is worth noting that the crackle vs. wheeze case yielded 
the highest accuracy (85.27%), precision (90.13%), sensitivity 

Fig. 8  Graph of smoothed and detected cycle in frequency domain. 

Fig. 9  Merged graph of smoothed and detected cycle in frequency 
domain with STFT representation. 
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Fig 11  Confusion matrix of crackle vs. wheeze case. 

Ground truth 

Pr
ed

ic
te

d 

Fig 12  Confusion matrix of crackle vs. normal case. 

Ground truth 
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Fig 13  Confusion matrix of wheeze vs. normal case. 

TABLE I.     PERFORMANCE EVALUATION OF EACH CASE: CRACKLE AND WHEEZE AND NORMAL, CRACKLE AND WHEEZE,  
CRACKLE AND NORMAL, WHEEZE AND NORMAL. 
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Fig 10  Confusion matrix of crackle vs. wheeze vs. normal case. 

(88.99%), F1-score (89.56%), and correlation (0.65) among 
the tested cases. On the other hand, the wheeze vs. normal case 
exhibited the highest specificity, with a value of 77.39%. 

It is observed that the crackle vs. wheeze case exhibited the 
highest performance evaluation, whereas the crackle vs. 
wheeze vs. normal case demonstrated the lowest performance 
evaluation. This implies that crackle sounds possess distinct 
 characteristics that make them comparatively easier to 
classify in comparison to normal sounds. However, it is 
noteworthy that the crackle vs. normal case yielded relatively 
smaller values, indicating some similarity between crackle 
and normal sounds in the frequency domain. Consequently, 
the employed feature extraction method, namely the short-
time Fourier transform, may lack adequacy in effectively 
discriminating between crackle and normal sounds.  

 We encountered challenges in mitigating noise, 
particularly the interference of heart sounds. Filtering out 
heart sound noise using a high pass filter inadvertently 
removed low-frequency lung sound information due to the 
overlap in frequency ranges between the two. Furthermore, 
the maximum frequency of heart sounds varied across 
different locations of the lung lobes. These intricacies 
highlight the complexity associated with accurately 
eliminating heart sound noise while preserving relevant lung 
sound information [15]. Achieving accurate differentiation 
between the two types of sounds solely based on frequency 
cutoff proved to be challenging due to these considerations. 

Another issue discussed pertains to the accuracy of the 
algorithm in counting breathing cycles. Some cycles were 
erroneously counted as two separate cycles instead of one, and 
the initial and final cycles often lacked the inclusion of 
inspiration and expiration phases as indicated by the ground 
truth data. These observations underscore limitations in the 
algorithm's ability to precisely detect and count cycles. 
Additionally, the presence of prolonged coughing sounds, 
which exceeded the typical duration of breathing cycles, 
introduced further challenges in accurate cycle counting. 

These challenges and limitations point towards potential 
avenues for methodological refinement. For instance, 
exploring alternative techniques for noise reduction that 
specifically address heart sound interference and developing 
more robust algorithms for precise cycle detection could 
enhance the overall performance of the classification system 
and improve its reliability in distinguishing between different 
categories of lung sounds. 

V. CONCLUSION 
This research presents a method for the automatic 

identification of abnormal lung sounds. The proposed method 
involves the removal of noise, particularly heart sounds, 
followed by the conversion of the sound from the time domain 
to the frequency domain. Subsequently, the breath cycles are 
located, and the lung sound is identified as crackle, wheezing, 
or normal. 

Furthermore, the findings of this research suggest the 
potential for further development into a portable medical 
device. Such a device could offer real-time analysis and 
display of data, enabling direct transmission to a computer or 
mobile phone for immediate access by healthcare 
professionals. This advancement could enhance the efficiency 

and accessibility of lung sound analysis, contributing to 
improved diagnosis and monitoring of respiratory conditions. 
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(88.99%), F1-score (89.56%), and correlation (0.65) among 
the tested cases. On the other hand, the wheeze vs. normal case 
exhibited the highest specificity, with a value of 77.39%. 

It is observed that the crackle vs. wheeze case exhibited the 
highest performance evaluation, whereas the crackle vs. 
wheeze vs. normal case demonstrated the lowest performance 
evaluation. This implies that crackle sounds possess distinct 
 characteristics that make them comparatively easier to 
classify in comparison to normal sounds. However, it is 
noteworthy that the crackle vs. normal case yielded relatively 
smaller values, indicating some similarity between crackle 
and normal sounds in the frequency domain. Consequently, 
the employed feature extraction method, namely the short-
time Fourier transform, may lack adequacy in effectively 
discriminating between crackle and normal sounds.  

 We encountered challenges in mitigating noise, 
particularly the interference of heart sounds. Filtering out 
heart sound noise using a high pass filter inadvertently 
removed low-frequency lung sound information due to the 
overlap in frequency ranges between the two. Furthermore, 
the maximum frequency of heart sounds varied across 
different locations of the lung lobes. These intricacies 
highlight the complexity associated with accurately 
eliminating heart sound noise while preserving relevant lung 
sound information [15]. Achieving accurate differentiation 
between the two types of sounds solely based on frequency 
cutoff proved to be challenging due to these considerations. 

Another issue discussed pertains to the accuracy of the 
algorithm in counting breathing cycles. Some cycles were 
erroneously counted as two separate cycles instead of one, and 
the initial and final cycles often lacked the inclusion of 
inspiration and expiration phases as indicated by the ground 
truth data. These observations underscore limitations in the 
algorithm's ability to precisely detect and count cycles. 
Additionally, the presence of prolonged coughing sounds, 
which exceeded the typical duration of breathing cycles, 
introduced further challenges in accurate cycle counting. 

These challenges and limitations point towards potential 
avenues for methodological refinement. For instance, 
exploring alternative techniques for noise reduction that 
specifically address heart sound interference and developing 
more robust algorithms for precise cycle detection could 
enhance the overall performance of the classification system 
and improve its reliability in distinguishing between different 
categories of lung sounds. 

V. CONCLUSION 
This research presents a method for the automatic 

identification of abnormal lung sounds. The proposed method 
involves the removal of noise, particularly heart sounds, 
followed by the conversion of the sound from the time domain 
to the frequency domain. Subsequently, the breath cycles are 
located, and the lung sound is identified as crackle, wheezing, 
or normal. 

Furthermore, the findings of this research suggest the 
potential for further development into a portable medical 
device. Such a device could offer real-time analysis and 
display of data, enabling direct transmission to a computer or 
mobile phone for immediate access by healthcare 
professionals. This advancement could enhance the efficiency 

and accessibility of lung sound analysis, contributing to 
improved diagnosis and monitoring of respiratory conditions. 
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Abstract— At present, parasitic infections in humans, such 
as intestinal parasitic infections and soil-transmitted helminth 
(STH) infection, remain a public health concern, with screening 
methods that are simple but time-consuming and require 
parasitology experts.  Microscopy images are increasingly being 
used to aid diagnosis but creating labels for supervised learning 
(SL) is a time-consuming, labor-intensive, and costly process. 
Self-supervised learning (SSL) is a deep learning approach that 
aims to train models to represent features in unlabeled datasets 
using automatically generated labels or annotations from the 
data itself, rather than explicitly labeled human-labeled labels. 
It is an appropriate method to address the challenges associated 
with the difficulty of labeling large datasets. A pretrained model 
that has learned useful data representations from an SSL task is 
fine-tuned using labeled data to perform well on a specific 
downstream task. DINOv2 is an SSL model based on the Vision 
Transformer (ViT) architecture. In this study, we aim to create 
a model for screening for helminth egg infection using a fine-
tuned Dinov2 with a classification layer head to demonstrate 
that dataset sizes of 1% and 10% are sufficient when compared 
to SL model. Rather than SL, which requires a significant 
amount of human data labeling and is generally impractical, the 
model developed in this study is expected to be used in active 
surveillance in the future.  

Keywords— parasite eggs, Bootstrap Your Own Latent 
(BYOL), Dinov2, Self-supervised learning (SSL), Object 
classification. 

I. INTRODUCTION 

Intestinal parasitic infections are the most prevalent in the 
world, mostly found in developing countries with estimates of 
more than 2 billion people worldwide infected [1] , including 
all regions in Thailand [2]. According to the World Health 
Organization (WHO), approximately 1.5 billion people 
worldwide, or 24%,  have soil-transmitted helminth infections 
(STH) [3]. STH infections, especially hook-worm infections, 
are particularly common in the southern region of Thailand 
[2]. Microscopy, for example, remains the mainstay of 
parasitic infection diagnostics, but it is time consuming. Faster 
testing is required without sacrificing sensitivity, and it can be 
used in both clinical and low-resource field settings [4]. 
Images are one of the results of microscopy. We can use these 
images to develop models using machine learning or deep 
learning and create a system for screening parasites, 
preserving parasitologists' expertise and valuable time. 

Previous research combines microscopy images with 
support vector machines to develop a system for classifying 
parasite eggs [5]. Another vision-based method for detecting 
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It is an appropriate method to address the challenges associated 
with the difficulty of labeling large datasets. A pretrained model 
that has learned useful data representations from an SSL task is 
fine-tuned using labeled data to perform well on a specific 
downstream task. DINOv2 is an SSL model based on the Vision 
Transformer (ViT) architecture. In this study, we aim to create 
a model for screening for helminth egg infection using a fine-
tuned Dinov2 with a classification layer head to demonstrate 
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are particularly common in the southern region of Thailand 
[2]. Microscopy, for example, remains the mainstay of 
parasitic infection diagnostics, but it is time consuming. Faster 
testing is required without sacrificing sensitivity, and it can be 
used in both clinical and low-resource field settings [4]. 
Images are one of the results of microscopy. We can use these 
images to develop models using machine learning or deep 
learning and create a system for screening parasites, 
preserving parasitologists' expertise and valuable time. 

Previous research combines microscopy images with 
support vector machines to develop a system for classifying 
parasite eggs [5]. Another vision-based method for detecting 
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and identifying Trichuris suis parasite eggs, which are used in 
drugs for low-systemic immunodeficiencies like Crohn's 
disease, was demonstrated [6]. All of this demonstrates that 
microscope images can be used to aid in diagnosis. 

Transformer architecture has predominantly been used in 
natural language processing (NLP) and in the field of 
computer vision. While convolutional neural networks 
(CNNs) have been the industry standard for vision tasks, a 
transformer can be applied directly to sequences of image 
patches and achieve competitive image classification results. 
When pretrained on large datasets, ViT model outperforms 
state-of-the-art CNNs in a variety of benchmarks while 
requiring fewer computational resources for training [6]. For 
large datasets, labeling for SL is a time-consuming and 
expensive process. This issue is even more prevalent in fields 
such as digital pathology and laboratory medicine. Because of 
uncertainty and inconsistency in the data and annotation, the 
manual annotation process typically has a high variance [7]. 
SSL is the process of training models to represent features 
using unlabeled datasets. It is an appropriate method for 
addressing the challenges that arise from the difficulty of 
labeling large datasets. SSL can fine-tune models to suit the 
work that needs to be continued from that dataset or out of the 
domain without having to use a big dataset [8]. According to 
“A Cookbook of Self-Supervised Learning” [9], SSL is 
gaining more and more attention, even though SSL itself still 
has some complicated models. However, it is extremely useful 
in downstream tasks. [9]. Example for SSL: a deep learning 
model developed for diagnosing COVID-19 using over 
100,000 chest X-ray images. The model, which combines the  
SSL technique with a convolutional attention module,  can 
achieve an average accuracy of 98.6%, outperforming the 
baseline model by 0.8%. It is particularly effective in 
classifying three types of classes: normal, pneumonia, and 
COVID-19. The study claims that the model exhibits excellent 
classification performance with an average area under the 
curve (AUC) of 0.994 for the COVID-19 class [10]. DINOv2 
is a self-supervised learning model designed for computer 
vision tasks. It aspires to serve as a "foundation" model in the 
field of computer vision, similar to how certain models serve 
foundational roles in Natural Language Processing (NLP). 
DINOv2 is trained on a large, curated dataset and is built on 
ViT architecture. The model is engineered to produce robust, 
all-purpose visual features. It incorporates a variety of 
techniques to improve the speed and stability of training and 
also includes a unique data curation pipeline. In benchmarks, 
DINOv2 outperforms existing all-purpose features, making it 
a strong candidate for various computer vision applications 
[11]. 

In this research, we use a dataset from the IEEE dataport 
[12]. We intend to develop a model for screening for helminth 
infection using a fine-tuned Dinov2 ViT with a classification 
layer head to prove that a small number of dataset (1 % and 
10%) are sufficient for developing models when compared to 
developing supervised learning which requires a large amount 
of human data labeling. Furthermore, we anticipate that the 
model we've developed will play a pivotal role in future active 
surveillance initiatives. Its potential applications could greatly 
enhance the efficiency and accuracy of monitoring and early 
detection, thereby contributing significantly to public health 
efforts. 

II. ARCHITECTURE 

A. Architecture 

 
Fig. 1 Architecture of Dinov2 Classifier model. 

We begin with the Dinov-2 Classifier model in this study. 
For feature extraction, this model incorporates a distilled 
Dinov2[11] transformer. A sequential classifier handles the 
classification layer. This classifier is made up of two linear 
layers: the first converts the data from 'linear size' to 256 
dimensions, followed by a Relu activation function, and the 
second maps the 256 dimensions to the 'class number' (number 
of classes is 11 ). 

III. MATERIALS AND METHODS 

A. Experimental designs 

 
Fig. 2. Processes overview. We compare the BYOL and Dinov2 models with 
fraction data at 1% and 10% and model sizes. In the BYOL, a pretrained 
model was created with parasite images and fine-tuned with ResNet-50, 
ResNet-101, ResNet-152 backbone [13]. In Dinov2, a pretrained model was 
created with the LVD-142M dataset and fine-tuned with a classification layer 
head by using fraction data at 1% and 10% and model sizes: ViT-S, ViT-B, 
ViT-L, respectively. 

 In order to develop robust classification models for the 
detection of parasitic eggs in Thailand, we embarked on an 
ambitious endeavor to create a variety of Dinov2-based 
models encompassing the ViT-S, ViT-B, and ViT-L 
architectures [11] and compare the performance of Dinov2 
with BYOL [13] at data fractions of 1% and 10%, respectively. 
The need to identify the most efficient and effective solutions 
for this difficult and critical task in parasitology and public 
health motivated this comprehensive approach to model 
development.  

B. Dataset collection 
The dataset, including images and labels used, was 

obtained from the IEEE public dataset  and contains 11 
parasitic egg types [12]. Each category has 1,000 images, 
including Ascaris lumbricoides, Capillaria philippinensis, 
Enterobius vermicularis, Fasciolopsis buski, Hookworm egg, 
Hymenolepis diminuta, Hymenolepis nana, Opisthorchis 
viverrini, Paragonimus spp., Taenia spp. and Trichuris 
trichiura. We used CiRA CORE's in-house platform to crop 
images from boundary box format to classification format for 
each object. These images were expanded by a factor of 1.2 of 
the bounding box, initially resized to 608x608 pixels, and then 
further adjusted to 224x224 pixels [11] before being input into 
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the classification model. They were saved in PNG format with 
square padding to maintain the aspect ratio. 

 
Fig. 3. Genus and species of 11-helminth classes used in this study. 

Public datasets are useful for group training and testing. 
According to Pinetsuksai et al. [13], these datasets were used 
and split the training datasets into 80% for training and 20% 
for evaluation. In this study, we undertook a meticulously 
designed sampling approach by extracting subsets comprising 
1% and 10% of the dataset, both drawn from the initial 80% 
partition, to perform a fine-tuning procedure for enhancing the 
classification performance of our Dinov2 models. This 
strategic decision to perform fine-tuning with varying 
proportions of data is central to the experimental design, 
allowing us to investigate how the model's performance 
evolves and adapts under divergent data availability scenarios, 
while ensuring rigorous control over the training process. 

TABLE I.  DISTRIBUTION OF DATASET 

Dataset images 

80% of training dataset 8,800 

20% of training dataset 2,200 

1% in 80% of training dataset 88 

10% in 80% of training dataset 880 

Testing dataset 2,228 

C. Model training configurations 
The linear size of the Dinov2 classifier model depends on 

ViT models. We setup by following TABLE II.  

TABLE II.  LINEAR SIZE OF VIT MODEL [11] 

ViT model Linear size 
ViT-S 384 

ViT-B 768 

ViT-L 1,024 
 

As our objective function for training the Dinov-2 
Classifier model, we employed the Cross Entropy Loss. The 
Adam optimizer with a learning rate of 1e-6 and a maximum 
epoch of 500 epochs is used to optimize the model parameters. 

D. Computational Resources 
We use Nvidia DGX-A100 with a 40GB one GPU, RAM 

32GB which is a state-of-the-art system designed for the most 
demanding AI and HPC tasks. With its advanced GPU 
capabilities, high memory bandwidth, and comprehensive 
software support. 

E. Evaluation metric 
1) Confusion matrix 

 

A confusion matrix is a common tool used to 
evaluate the performance of classification models, especially 
multi-class classification. It is a summary of a classification 
model's predictions in comparison to the actual labels or 
ground truth. The results of the confusion matrix is organized 
into a table with four key components: True Positive (TP), 
True Negative (TN), False Positive (FP) and False Negative 
(FN), which we can use to calculate the performance of the 
models, which include:[14] 

 
TP  TN

       (1) 

 


   (2) 

 


   (3) 

 


   (4) 

1  
2      

    (5) 

2) Receiver Operating Characteristic (ROC) curve 
 

The traditional ROC curve is a binary classification 
performance metric that plots the True Positive Rate 
(Sensitivity) against the False Positive Rate (1-Specificity) at 
various threshold settings. In a multi-class setting, the ROC 
curve can be extended using techniques like one-vs-all (or 
one-vs-rest). The one-vs-all approach treats each class as 
positive while treating all other classes as negative, and a ROC 
curve is generated. This produces as many ROC curves as 
classes. 

IV. EXPERIMENTAL RESULTS 

A. Experimental results from pretrained Dinov2 models 
1) Training loss 

As shown in Fig. 4, the cross-entropy loss for 10% 
of all models decreases noticeably faster than it does for 1% 
of them. It has been stable for approximately 100 epochs, as 
opposed to the 1% dataset, which is stable for roughly 200 
epochs, so the maximum epoch of 500 epochs can be used by 
selecting the epoch with the least loss of each model, where 
the minimum loss represented the best model. 

 
Fig. 4. Training loss for different pretrained Dinov2 models with 1% and 
10% fractions for fine-tuning. 
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2) Confusion matrix table 

 
Fig. 5 Confusion matrix tables depicting the performance of various Dinov2 
ViT models at threshold 50%, differentiated by training data volume. 
Intensified color corresponds to higher TP values. 

In the faction dataset, the 1% "None" prediction is due to 
the limited size of the dataset. Having only 8 images per class 
is insufficient, leading to the model's inability to recognize 
objects effectively. Capillaria philippinensis and Opisthorchis 
viverrini were challenging to detect due to their small size and 
inconspicuous appearance. As depicted in Fig. 5, when using 
the Dinov2-Small model with a dataset size of only 1%, the 
TP values for these helminth eggs were 75, 45, and 66 
respectively, indicating insufficient detection. While 
increasing the model size to Dinov2-Base and Dinov2-Large 
does not improve the detection performance, enlarging the 
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models. 

TABLE III.  EVALUATION METRICS INCLUDING RECALL, PRECISION, 
ACCURACY, SPECIFICITY AND F1 SCORE, RESPECTIVELY OF DINOV2 BY VIT-
S, VIT-B, VIT-L MODELS. 

Evaluation 
metrics Models 

Fraction dataset 

1% 10% 

Accuracy 
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ViT-B 0.942 0.982 
ViT-L 0.958 0.990 

Recall 
ViT-S 0.534 0.887 
ViT-B 0.584 0.896 

ViT-L 0.694 0.937 

Precision 

ViT-S 0.687 0.908 
ViT-B 0.750 0.919 
ViT-L 0.824 0.952 

Specificity 

ViT-S 1.000 1.000 
ViT-B 0.993 0.999 
ViT-L 0.989 0.999 

F1-score 

ViT-S 0.588 0.894 
ViT-B 0.636 0.901 
ViT-L 0.747 0.943 

 

As seen in Table 3, the model's accuracy is greater than 
0.93 for all dataset sizes. At the fraction dataset of 10%, All 
models have higher recall and precision than those at the 
fraction dataset of 1%. The F1 score values for the 10% dataset 

are consistent with accuracy, in contrast to the 1% fraction 
dataset, where the F1-score value drops significantly. The 
model's specificity predicts non-target classes very well. 

Interestingly, increasing the number of datasets from 1% 
to 10%, we can improve accuracy, recall, precision, and F1-
score for all three models significantly. As the size of the 
models grows, so does the confusion matrix. 

3) Receiver Operating Characteristic (ROC) curve 
The ROC Curve offers an extensive evaluation of 

the model's performance because it was created by varying 
the classification threshold of the model and recording the 
TPR and FPR at each threshold point. Each point on the curve 
represents the model's performance at a particular threshold. 
The area under the curve (AUC) defines a metric called by 
the ROC curve. The higher the AUC value, the better the 
performance of the model [15]. 

 

 
Fig. 6 Macro average ROC curves of Dinov2, ViT-S-1%, 
ViT-B-1%, ViT-L-1%, ViT-S-10%, ViT-B-10% and ViT-L-
10% 

When we measure model performance with AUC, 
we can see that Dinov2 ViT-S-1 % can achieve a performance 
as good as 0.92 even with the smallest model and dataset size 
of only 88 images. In addition, Dinov2 ViT-S, ViT-B, and 
ViT-L at fraction dataset 10% get the same value of 0.99, but 
the difference is in the resources used in training and 
prediction models. Because it is the smallest model, ViT-S 
consumes fewer resources. As a result, the optimal model of 
Dinov2 for our study is ViT-S at fraction dataset 10%. 

B. Experimental Result from models’ comparison between 
Dinov2 and BYOL [13] 
In this section, we delve into a comprehensive 

comparative analysis of Dinov2 using ViT-S, ViT-B, ViT-L 
and BYOL using ResNet-50, ResNet-101 and ResNet-101, 
two state-of-the-art deep learning models, focusing on their 
performance at data fractions of 1% and 10%, respectively. 
This investigation is an important step toward understanding 
how these models behave in different data availability 
scenarios and provides valuable insights into their suitability 
for various use cases and resource constraints. 

 
Fig. 7 Comparison of Dinov2 and BYOL performance in terms of accuracy, 
precision, recall, and specificity from confusion metrics tables. 

According to Fig. 7, the model at data fraction of 10% 
yields higher confusion metrics than that at data fraction of 1% 
for all values. As a result, regardless of the model size, a data 
fraction of 10% can be chosen. Dinov2-L is the best model at 
data fraction 10% because it has the highest confusion metrics 
of all values. 

 
Fig. 8. F1-score from confusion metrics tables for different SL (ResNet-50, 
ResNet-101, and ResNet-152) and SSL (Dinov2-S, Dinov2-B, and Dinov2-
L) models. 

Fig. 8 shows the F1-score graph, which further confirms 
that the Dinov2-ViT-L model at a fraction dataset 10% 
outperforms other models with the same data fraction. 

V. CONCLUSIONS 
In this paper, we developed self-supervised learning with 

Dinov2-distilled models for the classification of parasites for 
screening. Both the Dinov2 and BYOL models are affected by 
data fraction. For Dinov2, increasing model size has a direct 
impact on model efficiency, as shown by the curve of the 
confusion metrics Dinov2 increases as model size increases. If 
computational resource constraints are the primary concerns, 
Dinov2 ViT-S, ViT-B, and ViT-L can be selected. However, 
increasing the amount of data has an effect on those constraints 
as well. Alternatively, the primary concerns could be the 
parasitology experts because fine-tuning the model requires 
annotation from specialists. For a data fraction of 1%, fine-
tuning with Dinov2-ViT-L is the optimal option. if increasing 
the size of data fraction to 10%, model performance can be 
improved significantly, or we can go with any model because 
the AUC clearly shows that model efficiency is the same in 
Dinov2.   

Our study shows that the best model is Dinov2-L, and the 
best fraction data is 10%, yielding accuracy 99.0 %, recall 93.7 
%, precision 95.2%, specificity 99.9%, F1-score 94.3, and 
AUC 99.0%. Finally, we anticipate that the developed model 

will be used in the future for active surveillance in remote 
areas, leveraging the power of cutting-edge technology to 
address the unique challenges and opportunities associated 
with monitoring and managing these isolated regions. The 
implementation of this model has the potential to transform 
how we collect critical data, ensure the safety and security of 
remote communities, and make informed decisions in 
environments where traditional surveillance methods are often 
impractical or ineffective. 

VI. DISCUSSION 
“An intelligent detection method for plasmodium based on 

self-supervised learning and attention mechanism” [16]  

It is another interesting research work. This study is about 
developing a method for detecting malaria protozoa using 
machine learning. Convolutional Neural Networks (CNN) and 
uses the backbone ResNet, an improvement on ResNet with 
the addition of a Split-Attention Attention Mechanism. It gave 
very interesting results of accuracy of 97.8%, sensitivity of 
96.5% and specificity of 98.9% where dataset was used from 
1/3 of the total data but still very high accuracy. 

Still in doubt in the downstream task of SSL, it is still the 
size of the total dataset and the ratio that we are interested in, 
which cannot tell us what the fraction must be since we do not 
know the total number of dataset. It has been seen that only 8 
images per class can achieve over 90% accuracy in this dataset 
and can also use the smallest models like ViT-S to provide 
very high performance. 

Finally, an extension of using Dinov2-ViT that can be used 
for the classification of parasite eggs is that we can create a 
system to send images to models to process and send images 
and predicted values back together with the confidence of each 
class to make doctors' decisions more accurate. And in the 
future, A mobile bot [17] can be developed to capture images 
from a smartphone camera connected to a USB microscope 
[18]. These images can then be analyzed by the bot to classify 
whether they contain parasites. 
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Abstract— Equity Crowdfunding (ECF) has emerged as a 
significant financing tool for early-stage ventures in Thailand, 
attracting a diverse investor base. Considering the novelty of 
ECF platforms as non-bank equity investment options, 
investigating these investors' decisions is essential, even though 
this is an under-researched area despite ECF's rising 
popularity. This study aims to identify the key factors 
influencing investment decisions in ECF and establish a 
conceptual framework, with a particular focus on projects 
offering stock issuance through an ECF platform in Thailand. 
The framework is grounded in the Technology Acceptance 
Model (TAM3) and incorporates elements from the Information 
Systems Success Model (ISSM), Innovation Diffusion Theory 
(IDT), and Social Influence (SI) factors. The intention to invest 
in an ECF platform serves as the dependent variable within this 
framework. The research presents a comprehensive model of 
ECF, intending to provide valuable insights to platform 
providers and policymakers. This understanding of investor 
behavior prior to investment could contribute to the growth and 
sustainability of ECF in Thailand.  

Keywords— equity crowdfunding, financial innovation, 
intention to invest 

I.� INTRODUCTION 
Equity-based Crowdfunding (ECF) has emerged as a vital 

alternative for capital raising, notably assisting SMEs and 
startups that traditional banks have often overlooked [1], [2]. 
Emerging from the 2008 financial crisis, it has expanded in 
places like Thailand, under regulation and in alignment with 
government policies such as Thailand 4.0 [3]. The 
crowdfunding process involves collective small contributions 
from various investors, facilitated by technology, with 
crowdfunding platforms playing a crucial role in areas like 
company screening and data security [4], [2]. 

The crowdfunding platform, in the form of share 
issuance, plays a vital role in company qualification screening, 
offering disclosure, and investor education [2]. It provides a 
system for preventing unauthorized access, verifying member 
identity, testing investment understanding, managing assets, 

disclosing information reliably, facilitating communication, 
data backup, electronic data transmission, operation 
supervision, and complaint management.  

The global crowdfunding market is projected to grow 
from $1.41 billion in 2023 to $3.62 billion by 2030, with a 
CAGR of 14.5%. Despite challenges from COVID-19 
impacting many platforms, crowdfunding continues as a 
favored fundraising tool, especially online. It has crucially 
supported communities, individuals, and businesses during 
these trying times. Increasingly, startups are turning to 
crowdfunding over traditional financial avenues like banks or 
venture capitalists [5]. The growth reflects the model's 
multiple benefits to SMEs, such as easier access to capital, 
reduced costs, enhanced visibility, and market validation [6], 
[7]. It also appeals to a wide range of investors, including 
those with limited experience, by offering potentially high 
profits. Those may potentially reap high profits if the project 
performs well [8]. 

ECF was initiated in Thailand in 2016 with seven 
platforms approved by the SEC. Out of these seven, three 
platforms have successfully funded 12 projects, accumulating 
approximately 171 million baht (as of August 2023). This 
study focuses on the investor's perspective in ECF, aiming to 
identify the variables that influence the intent to invest in such 
platforms. It fills a noted gap in comprehensive studies 
specific to the Thai ECF context, highlighting the significance 
of this financial innovation for SMEs and startups in the 
country [9].  

II.� LITERATURE REVIEWS 

A.� Technology Acceptance Model 3 
Technology Acceptance Model 3 (TAM3), an extension 

of the original TAM framework [10], incorporates 
determinants that influence perceived ease of use (PEOU) 
[11] (Fig. 1.). In the context of understanding the influences 
of equity crowdfunding (ECF) on investor intentions to invest 
in Thailand, TAM3's constructs align with the conceptual 
framework of this study. 
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The independent variables identified, including platform 
quality, relative advantage, and social influence, relate 
directly to key aspects of TAM3. For example, platform 
quality and relative advantage (RA) can influence perceived 
ease of use and perceived usefulness (PU) [12], both 
intermediary variables in this model. Social influence, a 
significant feature in TAM3, resonates with the 
understanding of how subjective norms and community 
perceptions may impact the intention to invest in ECF [13]. 

 

 
Fig. 1. TAM 3 by Venkatesh and Bala, 2008 

Intermediary variables of perceived usefulness and 
perceived ease of use reflect the core of TAM3, connecting 
the technology's practicality and user-friendliness to the 
user's final decision-making process [14]. These intermediary 
variables can be influenced by the independent variables and, 
in turn, affect the dependent variable, the intention to invest 
in ECF [15]. 
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banking [23]. 
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The concept of Relative Advantage (RA) underpins the 

platform benefit feature, aligning with traditional diffusion 
theory and Everett M. Rogers' Innovation Diffusion (1995). 
The RA feature signifies that innovation, being more 
convenient and faster, exceeds traditional methods. Users 
more likely accept the innovation if perceived benefits 
outweigh drawbacks [24], [25]. RA influences innovation 
acceptance, reflecting personal perception, not objective 
superiority. 

Innovations that exhibit RA are deemed more acceptable 
and tend to diffuse more rapidly. This does not suggest an 
objective superiority of the innovation, but rather emphasizes 
the personal perception of its benefits [26].  Research, such 
as Md. Khaled and Jinghua's (2014) study on P2P financial 
platforms, supports that RA influence intentions to use 
financial platforms among smallholder farmers in China, 
positively correlating with new technology acceptance [27]. 
RA is one of the most effective factors for predicting adoption 
of new technologies and innovations. Al-Rahmi et al. (2019) 
also found that the RA characteristics of an innovation affect 
users' perceptions of such innovations [28]. And within the 
technological context, Chaveesuk & Horkondee (2015) also 
utilized RA of innovation to demonstrate that business 
intelligence is improved and its adoption is enhanced [29].  

Personal Relative Advantages refers to risk-taking 
willingness in adopting innovations [30]. RA of platform 
within ECF assess whether an investor's perception perceived 
more advantages than disadvantages compared to traditional 
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D.� Social Influence (SI) 
The concept of Social Influence (SI) encompasses the 

notion of subjective norm within the TAM3 framework, 
characterized as "the degree to which an individual perceives 
that significant others believe he or she should or should not 
use the system" [31], [14]. Within the scope of TAM3, SI 
transcends mere consideration of others' views on 
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The independent variables identified, including platform 
quality, relative advantage, and social influence, relate 
directly to key aspects of TAM3. For example, platform 
quality and relative advantage (RA) can influence perceived 
ease of use and perceived usefulness (PU) [12], both 
intermediary variables in this model. Social influence, a 
significant feature in TAM3, resonates with the 
understanding of how subjective norms and community 
perceptions may impact the intention to invest in ECF [13]. 

 

 
Fig. 1. TAM 3 by Venkatesh and Bala, 2008 

Intermediary variables of perceived usefulness and 
perceived ease of use reflect the core of TAM3, connecting 
the technology's practicality and user-friendliness to the 
user's final decision-making process [14]. These intermediary 
variables can be influenced by the independent variables and, 
in turn, affect the dependent variable, the intention to invest 
in ECF [15]. 

In perspective of investors' intention to invest, this study 
aims to identify the key factors influencing investment 
decisions in ECF in Thailand and establish a conceptual 
framework using TAM3. This alignment with TAM3 allows 
for a nuanced understanding of the multifaceted nature of 
investment behavior in this emerging financial arena [16].  

B.� Information Systems Success Model (ISSM) 
To study the quality of crowdfunding financial innovation 

platform in the form of an information system. The researcher 
has chosen to study models related to various factors. That 
causes the success model of DeLone and McLean's 
information systems (Information System Success Model: IS 
Success Mode/ISSM) (Fig. 2.), states that information 
quality, system quality and service quality affect the intention 
to use information systems (Actual use or intent to use) and 
satisfaction (User satisfaction) of users in using information 
systems. And positive experiences of use also contribute to 
improving satisfaction. This leads to the intention to use 
information systems and their net benefits [17]. 

Previous research indicates that the IS Success Model was 
used to describe user intentions and mobile social networking 
behavior [18] and to identify three quality characteristics that 
affect trust [19]. In some researches, quality factors affecting 
online user intention and use were examined. It was found that 
data, systems, and service quality played a significant positive 
role in the adoption of online systems [20], [21], [22]. In 
addition, Lee & Chung (2009) also found that the quality of 
the system data quality and design quality of interface features 
have a positive effect on user trust and satisfaction with m-
banking [23]. 

 

 
Fig. 2. ISSM by DeLone and McLean, 2003 

C.� Innovation Diffusion Theory (IDT) 
The concept of Relative Advantage (RA) underpins the 

platform benefit feature, aligning with traditional diffusion 
theory and Everett M. Rogers' Innovation Diffusion (1995). 
The RA feature signifies that innovation, being more 
convenient and faster, exceeds traditional methods. Users 
more likely accept the innovation if perceived benefits 
outweigh drawbacks [24], [25]. RA influences innovation 
acceptance, reflecting personal perception, not objective 
superiority. 

Innovations that exhibit RA are deemed more acceptable 
and tend to diffuse more rapidly. This does not suggest an 
objective superiority of the innovation, but rather emphasizes 
the personal perception of its benefits [26].  Research, such 
as Md. Khaled and Jinghua's (2014) study on P2P financial 
platforms, supports that RA influence intentions to use 
financial platforms among smallholder farmers in China, 
positively correlating with new technology acceptance [27]. 
RA is one of the most effective factors for predicting adoption 
of new technologies and innovations. Al-Rahmi et al. (2019) 
also found that the RA characteristics of an innovation affect 
users' perceptions of such innovations [28]. And within the 
technological context, Chaveesuk & Horkondee (2015) also 
utilized RA of innovation to demonstrate that business 
intelligence is improved and its adoption is enhanced [29].  

Personal Relative Advantages refers to risk-taking 
willingness in adopting innovations [30]. RA of platform 
within ECF assess whether an investor's perception perceived 
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notion of subjective norm within the TAM3 framework, 
characterized as "the degree to which an individual perceives 
that significant others believe he or she should or should not 
use the system" [31], [14]. Within the scope of TAM3, SI 
transcends mere consideration of others' views on 
technological advancements; it also encompasses the 

potential enhancement of personal image [11]. In ECF 
domain, potential investors encounter innovative business 
models, thereby making their decision-making processes 
riskier compared to conventional investments. Consequently, 
they seek external opinions to mitigate uncertainty and 
facilitate well-informed decisions. Such influence may be 
interpersonal or stem from external media such as social 
platforms [32]. 

Social influence theory, a persuasion paradigm, has been 
extensively studied to elucidate how, when, and why 
individuals establish trust. While no singular theory can fully 
demystify persuasion, each contributes nuanced insights into 
specific facets. For instance, persuasion can be interpreted 
through behavioral learning theories that delineate the 
continuous incentivization required to uphold trust (e.g. [33], 
[34]). 

Empirical evidence further confirms SI's role in shaping 
user intentions to adopt financial innovations such as Fintech 
services [35]. 

III.�CONCEPTUAL FRAMEWORK AND HYPOTHESIS 
DEVELOPMENT 

This research examines intention to invest in financial 
innovation, particularly in equity crowdfunding (ECF) in 
Thailand. The authors propose a framework with six latent 
variables, including three independent variables and two 
intermediary constructs, depicted in Fig. 3. These constructs, 
chosen for their ability to describe ECF investors, capture 
aspects like Platform Quality, Relative Advantage, and Social 
Influence. They collectively outline the investment process 
within the Thai ECF landscape, offering insight into factors 
driving investment intentions. The framework's alignment 
with investor behavior aids in crafting strategies to engage 
potential investors, contributing to ECF's growth in Thailand.  
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willingness to invest in ECF platforms 
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Perceived Ease of Use. 
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satisfaction, significantly influences investment intentions 
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drives online ECF success [39], [40]. A study focusing on 
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affecting customer willingness to invest through ECF [37]. 
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In a recent study, Okonkwo et al. (2022) identified the 
positive influence of RA characteristics on the acceptance 
and utilization of mobile payment services, reflecting the 
perceived superiority of innovation in Kenya and Nigeria, 
and positively impacting intentions to use mobile wallets 
[41], [42]. Concurrently, Bureshaid, Lu, & Sarea (2020) 
emphasized the essential role of RA in the adoption of 
financial innovation services within banks, filling gaps in 
literature, and highlighting their role in enhancing perceived 
usefulness in application [43]. 
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Wahjono et al. (2021) and Karim et al. (2022) examined 
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and perceived ease of use [44], [45]. Hughes (2016) explored 
the U.S. market, revealing a positive relationship between 
entrepreneurs' perception of relative advantages and 
perceived ease of use Web 2.0 social media [46]. 

Hypothesis 5: Social influence has a positive influence on 
Perceived Usefulness. 

Choy & Schlagwein (2016) identified positive investor 
attitudes towards crowdfunding when viewing expert 
information as valuable [15]. Mutahar (2017) found a 
significant relationship between social influences and mobile 
banking perceived usefulness in Yemen [47]. Hong et al. 
(2018) revealed that founder momentum and stakeholder 
dialogue impact crowdfunding efficiency, also emphasizing 
that the social influence on crowdfunding has been 
underexplored, suggesting a need for further research [48]. 
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Hypothesis 7: Perceived Ease of Use has a positive influence 
on Perceived Usefulness 

Mohd Thas Thaker et al. (2018) studied the 
crowdfunding–waqf model (CWM) for waqf land 
development, finding a positive link between perceived ease 
of use and perceived usefulness [51]. Concurrently, Salim et 
al. (2021) found that perceived usefulness mediates the 
relationship between perceived ease of use and intention, 
supported by the Technology of Acceptance Model (TAM) 
[52]. Venkatesh & Bala's TAM3 study (2008) emphasized 
that experience strengthens the relationship between 
perceived ease of use and perceived usefulness [11]. 

Hypothesis 8: Perceived Usefulness has a positive influence 
on intention to Invest. 

In their study, Guirado et al. (2018) identified that 
perceived usefulness enhances online investment in financial 
projects [53]. Perwitasari's research (2022) in Indonesia 
further emphasized that recognizing perceived usefulness 
significantly affects the intention to utilize financial 
innovations [54]. This correlates with findings by Singh et al. 
(2020), who underlined perceived usefulness as a positive 
influence on financial innovation adoption [55]. 

Hypothesis 9: Perceived Ease of Use has a positive influence 
on Intention to Invest. 

Escudero Guirado et al. (2018) found perceived ease of 
use paramount to intention to engage in ECF [53]. Hamzah et 
al. (2022) identified it as a key factor in accepting financial 
innovations [56]. Alnsour (2022) further revealed that 
perceived ease of use greatly influences consumers' attitudes 
towards Islamic banks and encourages the use of financial 
innovations among those with limited technological 
readiness [57]. 

IV.�CONCLUSION 
The researcher examined the relationship between each 

variable, in accordance with the conceptual framework 
presented in this study. Each variable was referenced to 
pertinent research to substantiate the academic evidence of 
these variables. This process was employed for the purpose 
of analyzing attitudes and behaviors related to the acceptance 
of new technology, specifically focusing on ECF. 

V.� CONTRIBUTION 
The research contributes to three main areas: business, 

academia, and government policy. For businesses, it guides 
crowdfunding strategies; academically, it extends knowledge 
on investment intentions; and for policymakers, it helps in 
formulating regulations related to equity crowdfunding, 
ensuring standards within the business practices of 
crowdfunding platform providers. Moreover, this research 
enhances understanding of equity crowdfunding behaviors 
and establishes a foundational basis for subsequent studies. 
The insights gained from this study will assist crowdfunding 
managers in developing effective strategies to attract funders 
to tech startups. This, in turn, can magnify economic benefits 
at the local, regional, and national levels through 
crowdfunding initiatives in the nascent stages of the 
technology sector. 
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formulating regulations related to equity crowdfunding, 
ensuring standards within the business practices of 
crowdfunding platform providers. Moreover, this research 
enhances understanding of equity crowdfunding behaviors 
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Abstract— There was an increase in demand for high-
quality ingredients delivered for home cooking in response to 
the COVID-19 pandemic. Even after the pan-demic, this shift in 
customer demand is ongoing. The purpose of this study was to 
develop a conceptual framework to identify the factors 
influencing luxury consumer satisfaction with the consumption 
of premium home cooking ingredients during and after the 
Covid-19 pandemic, with a focus on the Bangkok metropolitan 
area. The American Customer Satisfaction Index (ACSI) model 
was used to define factors influencing customer satisfaction 
when purchasing fresh premium ingredients. This study 
highlights five antecedent factors of customer satisfaction: 
customer expectation, perceived quality of food, perceived 
quality of services, perceived value with an emphasis on luxury, 
and various relevant indicators. Nine key hypotheses were 
identified while developing the framework model, creating the 
possibilities for relationship verification. Indicators were then 
developed to measure consumer expectations of home delivery 
premium ingredients in terms of quality, value, and satisfaction. 

Keywords— home delivery, food ingredients, customer 
satisfaction, SERVQUAL 

I. INTRODUCTION 
 In January 2020, Chinese media reported the first case of 
death in China from the Coronavirus disease, which was also 
known as "Covid-19." Following that, on January 13, 2020, 
the World Health Organization (WHO) officially confirmed 
the first pandemic case in Thailand. According to records, 
there have been more than 1.25 million Covid-19 cases and a 
total of 12,374 deaths reported in Thailand, and in September 
21, the numbers appeared to be rapidly rising [1]. As a result, 
the Thai government and the Epidemic Administrative Center 
in Thailand implemented several leveraged measures, such as 
social distancing, transit restrictions, and city lockdowns in  

 

 

several regions, in an attempt to rapidly control the Covid-19 
pandemic [2]. Department stores and convenience stores 
across Thailand had limited hours of operation, and dining in 
restaurants was strictly prohibited. The deterioration of 
Covid-19 situation as well as the measures implemented by 
Thailand's Epidemic Administrative Center caused changes 
and shifts in Thai lifestyles and consumer behavior, and this 
was apparent in the areas of dining and food consumption. 
MGR Online (2021) [3] reported that, as a result of the Covid-
19 pandemic in Thailand, changes to the Thai consumer 
lifestyles and behavior included the prioritization of  
convenient and fast food take-aways, and an increase in 
home-cooking, both of which became part of the so-called 
‘New Normal. 

The Suan Dusit Poll (2021) [4] survey, which was 
concerned with changes and shifts in dining and food 
consumption behavior, revealed two helpful pieces of 
information. First, prior to the Covid-19 pandemic in 
Thailand, 70.94 percent of the surveyed population expressed 
concern about dining and food consumption that would not 
carry Covid-19 infections from others such as Food Delivery 
Service or Restaurants. Second, during the Covid-19 
pandemic, dining behavior leveraged a 75.81 percent 
incremental for in-home cooking and dining, a 71.70 percent 
incremental for being mindful of the cleanliness of food that 
they consumed, and a 59.99 percent incremental for choosing 
health-conscious ingredients.  

From the above information, it can be seen that dietary and 
food consumption requirements continuously evolve in 
response to social, economic, and predicament contexts and 
circumstances, and as a result, the segment of consumers who 
express additional concerns about cooking at home has grown 
significantly. It seems that people have become fearful of the  
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possibility of catching Covid-19 in a variety of ways when 
dining out [5, 6]. Fine dining restaurants serving high-quality 
ingredients were among those most impacted by waves of 
lockdowns, government measures, and customer behavioral 
shifts as their customers avoided dining out. Their menu 
selections for delivery services served only to whet customer 
appetites for high-quality food. Instead of looking for more 
delivery services, consumers looked for raw materials and 
high-quality ingredients for home cooking. 

Numerous studies [7, 8, 9] have investigated the transition 
from traditional sit-down dining to food delivery services, 
including premium and fine dining experiences. However, 
there is a notable absence of research in the context of delivery 
of ingredients for home cooking, especially premium and 
high-quality ingredients. Therefore, our study aims to address 
this research gap as we delve into this unexplored territory. 

In this study, we focus on customer expectations of the 
delivery of high-quality ingredients for home cooking. We 
use a special handling protocol, which is currently limited in 
use. It can be seen that due to the above mentioned 
circumstances, the delivery of high-quality cooking 
ingredients to consumer homes has become a significant 
issue, particularly with regard to premium or luxury 
ingredients [10, 11]. In order to ensure that the customer 
demand for premium ingredient home deliveries is met, a 
better understanding of the factors influencing the situation is 
required. We therefore developed a conceptual framework to 
identify factors influencing luxury consumer satisfaction with 
premium home cooking ingredient consumption during and 
after the COVID-19 pandemic, with a focus on Bangkok. As 
its urban environment presents unique challenges and 
opportunities for premium ingredient delivery, given its dense 
population and traffic conditions [12], having Bangkok as a 
focal of our study aims to provide valuable insights that can 
be applied to address similar challenges in other urban centers 
worldwide. Additionally, the COVID-19 pandemic has 
significantly impacted consumer behavior and preferences, 
making it crucial to investigate how these changes affect 
luxury consumer satisfaction in a dynamic city like Bangkok 
as well as future studies on other urban centers worldwide. 

II. THEORY AND LITERATURE REVIEW 

A. ACSI Model 
The American Customer Satisfaction Index, abbreviated 

as ACSI, is a customer-based strategic economic indicator 
used to assess the quality of goods and services. Derived 
from an original Swedish model, the ACSI model was 
adopted on a smaller scale in New Zealand, Taiwan [13], and 
Austria [14], and serves as the foundation for models used in 
Norway and the European Union. Customer satisfaction 
(ACSI) as depicted in Figure 1, has three antecedents: 
perceived quality, perceived value, and customer 
expectation. The evaluation of recent purchases or 
consumption experience represents the perceived quality or 
performance. It is intended to have a direct and positive 
impact on customer satisfaction the focal point of this chain 
of relationships in order to ensure that the customer's demand 
is met. 

Perceived value, as a second determinant of customer 
satisfaction, indicates the perceived level of product quality 
in relation to the price paid. The third determinant, customer 

expectation, reflects both non-experiential information 
available (pre-purchase) and a forecast of a firm's future 
ability to deliver quality [15]. As a result, the ACSI model 
depicts voice and loyalty. Customers who are dissatisfied 
have the option of leaving or filing a complaint. Voice can 
refer to both management and personnel complaints. 
Increased satisfaction not only reduces complaints, but it 
should also increase customer loyalty. Customer loyalty was 
identified as a firm's ultimate profitability and is a dependent 
variable in the ACSI model [16]. 

 

 
Fig. 1. The American Customer Satisfaction (ACSI) Model by ACSI, 1999 

The American Customer Satisfaction Index has been 
utilized in several study areas including the fields of online 
and offline purchases from restaurants and the fast-food 
industry [17, 18, 19, 20, 21], and thus has been adopted for 
the study of the factors influencing customer satisfaction 
with premium ingredient home delivery. This study excludes 
the consequence factors (customer complaints and customer 
loyalty) in order to focus on the antecedents of customer 
satisfaction. Furthermore, perceived quality was divided into 
two dimensions (food quality and service quality) to reflect 
how each factor influences perceived value and customer 
satisfaction. Customer satisfaction factors were then 
classified into three dimensions: fulfillment of expectation, 
esteem of expectation, and overall satisfaction. 

B. Customer Expectation 
The literature focuses on the factors that influence food 

quality, service quality, luxury value, and customer 
satisfaction. Customer expectation is the benchmark against 
which a customer measures the performance of a product or 
service [22]. The process of a consumer's product or service 
can meet the actual needs and expectations of customers [23]. 
Furthermore, theories of hypothetical infrastructure 
inundating those products or services are known to be 
customer expectations [24]. One of the key factors 
explaining the model is customer expectation. Specifically, 
customer expectation of premium fresh ingredients for home 
cooking is a focal point, and this begins with the 
contributions to food quality of premium fresh ingredients. 
The impact of customer expectations on the quality of service 
on the delivery of premium fresh ingredients to the customer 
was conducted and customer expectations influenced the 
perceived value of luxury and customer satisfaction [24]. 

According to a previous study, product-related features 
and in-store quality are the most important dimensions of 
customer expectation in fresh food retailing [25].  
Structural model evaluation revealed a significant impact on 
customer satisfaction. A study of customer emotional 
experience awareness and co-creation behavior in luxury 
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ingredients were among those most impacted by waves of 
lockdowns, government measures, and customer behavioral 
shifts as their customers avoided dining out. Their menu 
selections for delivery services served only to whet customer 
appetites for high-quality food. Instead of looking for more 
delivery services, consumers looked for raw materials and 
high-quality ingredients for home cooking. 

Numerous studies [7, 8, 9] have investigated the transition 
from traditional sit-down dining to food delivery services, 
including premium and fine dining experiences. However, 
there is a notable absence of research in the context of delivery 
of ingredients for home cooking, especially premium and 
high-quality ingredients. Therefore, our study aims to address 
this research gap as we delve into this unexplored territory. 

In this study, we focus on customer expectations of the 
delivery of high-quality ingredients for home cooking. We 
use a special handling protocol, which is currently limited in 
use. It can be seen that due to the above mentioned 
circumstances, the delivery of high-quality cooking 
ingredients to consumer homes has become a significant 
issue, particularly with regard to premium or luxury 
ingredients [10, 11]. In order to ensure that the customer 
demand for premium ingredient home deliveries is met, a 
better understanding of the factors influencing the situation is 
required. We therefore developed a conceptual framework to 
identify factors influencing luxury consumer satisfaction with 
premium home cooking ingredient consumption during and 
after the COVID-19 pandemic, with a focus on Bangkok. As 
its urban environment presents unique challenges and 
opportunities for premium ingredient delivery, given its dense 
population and traffic conditions [12], having Bangkok as a 
focal of our study aims to provide valuable insights that can 
be applied to address similar challenges in other urban centers 
worldwide. Additionally, the COVID-19 pandemic has 
significantly impacted consumer behavior and preferences, 
making it crucial to investigate how these changes affect 
luxury consumer satisfaction in a dynamic city like Bangkok 
as well as future studies on other urban centers worldwide. 

II. THEORY AND LITERATURE REVIEW 

A. ACSI Model 
The American Customer Satisfaction Index, abbreviated 

as ACSI, is a customer-based strategic economic indicator 
used to assess the quality of goods and services. Derived 
from an original Swedish model, the ACSI model was 
adopted on a smaller scale in New Zealand, Taiwan [13], and 
Austria [14], and serves as the foundation for models used in 
Norway and the European Union. Customer satisfaction 
(ACSI) as depicted in Figure 1, has three antecedents: 
perceived quality, perceived value, and customer 
expectation. The evaluation of recent purchases or 
consumption experience represents the perceived quality or 
performance. It is intended to have a direct and positive 
impact on customer satisfaction the focal point of this chain 
of relationships in order to ensure that the customer's demand 
is met. 

Perceived value, as a second determinant of customer 
satisfaction, indicates the perceived level of product quality 
in relation to the price paid. The third determinant, customer 

expectation, reflects both non-experiential information 
available (pre-purchase) and a forecast of a firm's future 
ability to deliver quality [15]. As a result, the ACSI model 
depicts voice and loyalty. Customers who are dissatisfied 
have the option of leaving or filing a complaint. Voice can 
refer to both management and personnel complaints. 
Increased satisfaction not only reduces complaints, but it 
should also increase customer loyalty. Customer loyalty was 
identified as a firm's ultimate profitability and is a dependent 
variable in the ACSI model [16]. 

 

 
Fig. 1. The American Customer Satisfaction (ACSI) Model by ACSI, 1999 

The American Customer Satisfaction Index has been 
utilized in several study areas including the fields of online 
and offline purchases from restaurants and the fast-food 
industry [17, 18, 19, 20, 21], and thus has been adopted for 
the study of the factors influencing customer satisfaction 
with premium ingredient home delivery. This study excludes 
the consequence factors (customer complaints and customer 
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two dimensions (food quality and service quality) to reflect 
how each factor influences perceived value and customer 
satisfaction. Customer satisfaction factors were then 
classified into three dimensions: fulfillment of expectation, 
esteem of expectation, and overall satisfaction. 

B. Customer Expectation 
The literature focuses on the factors that influence food 

quality, service quality, luxury value, and customer 
satisfaction. Customer expectation is the benchmark against 
which a customer measures the performance of a product or 
service [22]. The process of a consumer's product or service 
can meet the actual needs and expectations of customers [23]. 
Furthermore, theories of hypothetical infrastructure 
inundating those products or services are known to be 
customer expectations [24]. One of the key factors 
explaining the model is customer expectation. Specifically, 
customer expectation of premium fresh ingredients for home 
cooking is a focal point, and this begins with the 
contributions to food quality of premium fresh ingredients. 
The impact of customer expectations on the quality of service 
on the delivery of premium fresh ingredients to the customer 
was conducted and customer expectations influenced the 
perceived value of luxury and customer satisfaction [24]. 

According to a previous study, product-related features 
and in-store quality are the most important dimensions of 
customer expectation in fresh food retailing [25].  
Structural model evaluation revealed a significant impact on 
customer satisfaction. A study of customer emotional 
experience awareness and co-creation behavior in luxury 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

300

hotels highlighted prominent emotions that customers 
experience as well as various important emotional triggers 
and constructors [26]. Other researchers concluded that 
expectation as an attribute has a significant impact on 
perceived service quality, with desired expectation being the 
most influential factor on customer satisfaction. The  
outcome in terms of customer expectation and perceived 
quality; quality and environmental factors are primarily 
influenced by perceived value, quality, and service; and 
environmental factors influence customer satisfaction in a 
Bangkok themed restaurant [27, 28]. 

In this study, we look into the influences of consumer 
expectations on perceived quality, perceived value, and 
customer satisfaction. According to previous research, 
customers will evaluate each factor based on the following 
criteria: freshness, quality, on-time delivery, precision, short 
delivery lead time, ease of use, dependability, and 
personalization. As shown below, the focal point is used to 
determine the contribution of the customer expectation 
dimension to the hypothesis development. 

H1: The customer expectation dimension contributes to 
food quality of premium fresh ingredients. 

H2: The customer expectation dimension contributes to 
service quality of premium fresh ingredients. 

H3: The customer expectation dimension contributes to 
luxury value of premium fresh ingredients. 

H4: The customer expectation dimension contributes to 
luxury customer satisfaction with premium fresh ingredients. 

 

C. Food Quality and Service Quality 
The concept of "Perceived Quality" is a reconciliation of 

consumer preferences and product attributes [29]. The 
concept emphasizes the distinction between expected  
quality and quality as perceived by consumers, and numerous 
studies focused on various foods were performed. Perceived 
service quality, perceived product quality, and perceived 
price fairness were shown to have a decisive and critical 
influence on customer satisfaction at Indonesian fast-food 
restaurants [30]. Previous researchers found that service and 
food quality had an impact on customer satisfaction and 
willingness to repurchase [31]. The study also empirically 
investigated the relationship between and mutual dependence 
of perceived quality (service quality and food quality) and 
satisfaction/loyalty in the moderating role of surroundings in 
a restaurant origin sector [32]. As a result, two distinct 
quality elements: food quality and service quality, as shown 
below. 

 
1) Food quality. 
In terms of customer satisfaction, Peri [33] defined 

"quality" as "fitness for use" or "fitness for consumption" in 
the food context. Food quality is required to meet the needs 
and expectations of consumers [33]. According to an analysis 
of the linkages of factors affecting customer satisfaction, 
"food quality" and "variety of foods being offered" are 
critical components of customer satisfaction [34]. 
"Cleanness," "freshness," "variety of foods," and 
"healthiness" are among the indicators that specify "food 

quality" in terms of fast-food restaurant "ingredients" and 
"foods." Other factors considered important in measuring 
customer satisfaction are "product quality" and "price" [35]. 
According to Johns and Howard [36], food quality is a 
construct of customer satisfaction. 

In this paper, the food quality construct specifies the 
following dimensions: freshness, taste, price, value, rightness 
and reliability, tailor-making, and appropriateness of 
packaging. The following hypotheses were then defined: 

H5: The dimension of food quality contributes to luxury 
value of premium fresh ingredients. 

H6: The dimension of food quality contributes to luxury 
customer satisfaction of premium fresh ingredients. 

 
2) Service quality. 
The Service Quality (SERVQUAL) model, introduced by 

Parasuraman et al. [37], has been recognized globally as an 
assessment tool for the consistency of service level of a 
corporation, and can indicate the level of customer 
satisfaction over time. The American and European 
Customer Satisfaction Index [13] advocates that satisfaction 
be measured by "service quality." The service quality of the 
product or service can be evaluated, resulting in an emotive 
satisfaction assessment that drives behavioral intentions [38]. 
It was also discovered that service quality influences 
customer loyalty positively through customer satisfaction 
[39]. 

"Service quality perceptions lead to customer 
satisfaction," was stated by a number of researchers, even 
though there was no agreement on the formal consequences 
of these two constructs in any literature [40]. The 
SERVQUAL instrument was developed as a result of this 
popular concept [41, 42, 43, 44, 45, 46]. Previously, 
SERVQUAL was used as a measurement tool by a number 
of service businesses. Tangibility, reliability, responsiveness, 
assurance, and empathy are the five dimensions of the 
SERVQUAL instrument. Based on the information 
presented above, it can be assumed that "service quality" is a 
prerequisite for "customer satisfaction." As a result, the  
following hypotheses were developed. 

H7: The dimension of service quality contributes to 
luxury value of premium fresh ingredients. 

H8: The dimension of service quality contributes to 
luxury customer satisfaction of premium fresh ingredients. 

 

D. Luxury Value of Premium Fresh Ingredients 
Perceived value is defined as a consumer's overall 

assessment of the utility of a product based on perceptions of 
what is received and what is given. It is the relationship  
between the benefits received by consumers and the costs that 
such consumers must bear [42]. In conjunction with the 
investigation of luxury food, luxury consumption can be 
measured for both old and new motives [47]. Financial value, 
functional value, individual value, social value, and new 
luxury value are critical essential factors that define luxury 
value, with practical and luxury aspects of each individual 
having the greatest impact consequences. Previous research 
has shown that perceived value is an important precursor to 
"overall satisfaction" [48]. Luxury food is defined as food  
delicacies that are in high demand [49]. In coherence, the 
social component of luxury food was revealed as being a 
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means of building and bridging social relations. As a result, 
by conditional, price, and social value, epistemic value is the 
primary driver of purchase intentions toward food-delivery 
application [50]. From the above research related to luxury 
value, nine value elements were identified: prestige value, 
usability value, hedonistic value, self-identify value, 
materialistic value, uniqueness value, price value, authenticity 
value, and sustainability value, all of which are involved in 
the codification of the following hypothesis. 

H9: Luxury value is an additional significant dimension 
that contributes to the luxury value of premium fresh 
ingredients. 

III. CONCEPTUAL FRAMEWORK AND INDICATORS 
DEVELOPMENT 

A. Conceptual Framework 
This research framework was adapted from the ACSI 

model in order to identify the factors that have a significant 
impact on customer satisfaction with home delivery of 
premium fresh ingredients in Bangkok during and after the 
COVID-19 pandemic. Based on the preceding discussion, a 
conceptual framework for investigating the factors 
influencing customer satisfaction was proposed. This model 
is made up of five interconnected factors: customer 
expectation, food quality, service quality, luxury value, and 
customer satisfaction. Figure 2 depicts the conceptual 
framework and the hypotheses that were proposed.  

 

 
Fig. 2. Conceptual framework model and hypotheses. The modified 
American Customer Satisfaction Index Model. 

B. Variables and Indicators 
The variable dimensions were described in the literature. 

These dimensions, which are customer expectation, service 
quality, food quality, luxury value, and luxury customer 
satisfaction, were modified based on luxury customer 
satisfaction. All variable operational definitions are provided 
below.  

1) Customer expectation is defined as a set of thoughts, 
desires, and expectations that a customer may have before, 
during, and after purchasing a product or service from a 
business. In this study, customer expectations included 
freshness, ingredient quality, on-time delivery, precision, 
short delivery lead time, simple usage, reliability, and 
personalization. Taste, freshness, ease of use, time delivery, 
time savings, and personalization are definitions that were 
used for measuring customer expectations to do with online 
food delivery services [51, 52]. Customer expectations for 
online and offline purchases are included in reliability [18]. 

2) Food quality, defined as fresh ingredients, great taste, 
and a reasonable price point for quality, is the most important 

factor in online retailing strategies, particularly for those 
catering to fast food [52]. Value for money, right and reliable 
ingredients, tailored ingredients, and appropriate packaging 
are frequently used as significant attributes in rating 
satisfaction [18]. 

3) Service quality is a measure of how well an 
organization delivers its products and services in comparison 
to the expectations of its customers. It has been defined in 
terms of punctuality, correct delivery procedure, helpful and 
knowledgeable staff, precise order delivered, easy of 
ordering, prompt correction of errors, accurate and 
trustworthy payment, traceable delivery, right servicing mind 
and manner, and protection of customer privacy. These 
attributes were modified to fit the study and were the 
antecedents and consequences of customer satisfaction [18, 
43, 53] 

4) The highest level of prestigious products and services 
encompassing physical and psychological values is defined 
as luxury value. This study includes indicators that associate 
high price with particularly high quality, luxurious feeling, 
pleasant feeling, uniqueness, exclusivity, match to lifestyle, 
making of a good impression on others, environmental 
friendliness, and production of products with fairness to 
humans and animals. The importance of the definitional 
dimension of luxury food was determined by price value, 
quality value, uniqueness value, hedonistic value, prestige 
value, and sustainability value [47]. The primary driver of 
purchase intentions toward food-delivery applications is 
epistemic value, followed by conditional, price, and social 
value. Concerns about food safety and health consciousness 
had no statistically significant relationship with purchase 
intentions for food-delivery applications [50]. Satisfaction 
with customization was influenced by hedonic, utilitarian, 
creative achievement, and social value, which in turn 
influenced brand loyalty. These findings have practical 
implications for developing effective luxury brand 
customization programs in the online retail industry [53]. 
Modifications to utilitarian value, hedonic value, economic 
value, and purchase intention were made to fit the study of 
luxury value perception and purchase intention [54]. 

5) Luxury customer satisfaction is an indicator that shows 
how well a company's premium fresh ingredients meet or 
exceed customer expectations. In this study, luxury customer 
satisfaction was measured by the fulfillment of expectations, 
the esteem of expectations, and overall satisfaction [18]. The 
overall quality of the purchase experience and customer 
expectations were found to be stronger drivers of customer 
satisfaction. 

The conceptual framework in this study was developed 
by reviewing a variety of literature. The goal was to 
understand how different factors related to 
"Luxury/Premium" are connected. Specifically, the focus 
was on the satisfaction that comes from choosing high-
quality fresh ingredients, as shown in Table I. 

The study suggests that customer expectations are 
important in determining what they want from a product or 
service. When these expectations are met through good 
service quality and food quality, customers feel satisfied. The 
idea of luxury value is also significant because it provides 
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extra benefits to customers. Ultimately, customer  
satisfaction is achieved by offering a luxurious experience. 

TABLE I.  IDENTIFY VARIABLES AND INDICATORS OF CUSTOMER 
SATISFACTION IN HOME DELIVERY OF PREMIUM FRESH INGREDIENTS. 

Variables Indicators 

Customer 

Expectation 

[18, 52, 55] 

Freshness; Quality of ingredients; On-time delivery; 

Preciseness; Short delivery lead time; Simple usage; 

Reliability; and Personalization 

Food Quality 

[18, 52] 

Fresh ingredients; Great taste; Price point for quality; 

Value for money; Right and reliable ingredients; 

Tailored ingredients; and Appropriated packaging 

Service Quality 

[18, 42, 55] 

Punctuality; Correct procedure of delivery staff; 

Helpful and knowledgeable staff; Precise order 

delivery; Easy to make order; Prompt correction of 

errors; Accurate and trustworthy payment; Traceable 

delivery; Right servicing mind and manner; and 

Customer privacy 

Luxury Value 

[47, 50, 53, 54] 

Association of high price with particularly high 

quality; Luxurious feel; Pleasant feel; Uniqueness; 

Exclusivity; Match with lifestyle; Creation of a good 

impression on others; Environmental  

friendliness; and Humans and animals fair trade 

production 

Luxury 

Customer 

Satisfaction 

(ACSI) [18] 

Fulfilment of expectations; Esteem of expectations; 

and Overall satisfaction 

 
In summary, this conceptual framework brings together 

ideas from various literature sources to understand the 
relationship between luxury/premium factors, customer 
expectations, satisfaction, and the role of service quality, 
food quality, and luxury value in shaping customer 
experiences. It is important to note that the framework 
developed in this study is theoretical and serves as a guide 
for future empirical research. By building upon existing 
knowledge and theories, this conceptual framework provides 
a foundation for further investigation and hypothesis testing 
in the field of luxury/premium products and customer 
satisfaction. 

IV. CONCLUSION AND FUTURE STUDY 
A range of relevant literature was reviewed and studied 

in order to identify the variables that influence customer 
satisfaction when ordering and purchasing premium 
ingredients for home cooking, particularly in the context of 
the Covid-19 pandemic. This study was focused on premium 
food ingredients delivered for home cooking; for a more 
general application, an additional review may be required 
before composing the completed interpretation of the 
conceptual framework. This research paper framework was 
created using the ACSI model. According to previous 
studies, the perceived quality facet is associated with "Food 
Quality" and "Service Quality." As a result, the variables in 

this research framework were as follows: "Customer 
Expectation," "Food Quality," "Service Quality," "Luxury 
Value," and "Customer Satisfaction." While the 
"SERVQUAL" model was focused on "Service Quality," the 
Luxury Value Theory was also applied to "Perceived Value" 
in relation to "Premium Ingredients." When developing the 
framework model, nine hypotheses were identified based on 
the possibilities of relationship verifications. Indicators were 
then established to measure consumer expectations based on 
quality, value, and the satisfaction aspects of premium 
ingredients home delivery. Validation and reliability tests on 
variables and indicators will be performed in the future to 
confirm all defined hypotheses using the Structural Equation 
Model (SEM). Although excluded from this paper, further 
study should be conducted to cover the ACSI model's 
consequences, customer complaints, and customer loyalty. 
Kulchitaphong [56] addressed the need for loyalty as a final 
stage to customer satisfaction in order to achieve a 
sustainable assumption. 
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Abstract— The aim of this article is to create a semi-structured 
interview guide for a qualitative research project centered on 
the exploring acceptance of autonomous vehicles (AVs) in 
Thailand. The widespread acceptance of AVs holds significant 
potential for enhancing the quality of life. While existing studies 
have predominantly focused on the acceptance of AVs through 
quantitative research and technology acceptance theories, this 
paper seeks to address this gap by proposing an innovative 
approach. This approach involves qualitative research rooted in 
the use of grounded theory methodology, employing semi-
structured interviews to generate a novel theoretical 
framework. The collection of qualitative data will be facilitated 
through the adoption of semi-structured interviews, with the 
interview guide serving as the principal tool for data collection. 
The article will commence with a concise overview of AVs, 
pertinent technology acceptance theories, past research on AV 
acceptance, and the adoption of conventional car studies. 
Following that, a synthesis of knowledge and identification of 
gaps will be presented. Subsequently, a new research approach 
will be introduced, and a systematic procedure for crafting the 
semi-structured interview guide will be detailed and 
summarized. 
 

Keywords— interview guide, qualitative research, acceptance, 
autonomous vehicle  

I. INTRODUCTION  
Numerous studies have highlighted the manifold positive 

impacts of AVs on society. These benefits encompass a 
reduction in accident rates [1 - 3], heightened energy 
efficiency [4, 5], alleviation of urban congestion [5, 6], 
diminished demand for parking spaces [3], mitigation of 
pollution [6, 8], enhanced utilization of passengers' time [9], 
and overall environmental advantages [6 - 8]. 

Autonomous vehicles, or AVs, are self-operating vehicles 
that perform tasks like steering, acceleration, and braking 
without direct driver input. AVs are classified into six tiers, 
with "full automation" being the highest level, where the 
vehicle handles all driving tasks [10]. The emergence of AVs 
is a rapidly evolving and controversial technology [11, 12]. 
While existing studies often use quantitative approaches 
based on Technology Acceptance Theories, this article 
proposes an innovative approach. It employs qualitative 
research, Grounded Theory methodology, and semi-
structured interviews to create a novel framework and bridge 
gaps. 

In the context of Thailand, the adoption of this 
technological transition holds the potential not only to 
decrease road fatalities and enhance the overall quality of life, 
but also to yield positive outcomes for domestic automobile 
manufacturers and associated downstream sectors, including  
car part producers, automotive service providers, and 
electronics industries. Consequently, Thailand has the 
opportunity to assume a pioneering role in advancing the 
acceptance and utilization of autonomous vehicles in the 
region. 

The primary objective of this article is to outline the 
procedure for creating a semi-structured interview guide 
aimed at exploring the acceptance of autonomous vehicles in 
Thailand. The primary focus of these interviews is to gather 
insights addressing the subsequent research questions:  

• What are the most influential factors for the Thai 
consumer's intent to buy AVs? 

• What are the primary barriers preventing Thais from 
intention to owning AVs? 

• How will sociodemographic factors influence the 
intention to adopt AVs in Thailand? 

The article commences by conducting a thorough review 
of pertinent theories and prior research, subsequently 
introducing a systematic approach to constructing the 
interview guide. A succinct overview of the interview 
questions follows, and the final section concludes with a 
discussion. 

II. LITTERATURE REVIEW 

A. Technology of Autonomous Vehicles 
Since the mid-1980s, numerous entities, including 

academic institutions, research organizations, and automotive 
manufacturers, have engaged in autonomous vehicle 
research. A pivotal moment occurred in 2007 with DARPA's 
Grand Urban Challenge, showcasing notable progress in 
driverless car development despite simpler obstacles [13, 14].  

The Society of Automotive Engineers (SAE) 
International introduced a classification system to gauge 
autonomous vehicle autonomy. This spectrum ranges from 
level 0, where the vehicle offers alerts and brief assistance 
without continuous control, to level 5, where the vehicle 
operates entirely autonomously without human involvement  
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in any situation [15]. Autonomous vehicle architecture rests 
on two pillars: the perception system and decision-making 
system. The perception system manages functions like 
localization, obstacle mapping, obstacle tracking, and traffic 
signal recognition. Decision-making covers route planning, 
behavior selection, motion planning, obstacle avoidance, and 
vehicle control [16]. The perception system processes data 
from sensors like LIDAR, RADAR, cameras, GPS, IMU, and 
odometer. Coupled with prior sensor data, road info, and 
rules, it assesses the vehicle's state and surroundings. The 
Decision-Making system factors in status, surroundings, 
rules, safety, and comfort, guiding the vehicle to its 
destination [16]. 

B. Previous research on Acceptance on Autonomous 
vehicles 
Autonomous vehicles are a rapidly emerging technology 

that has generated controversy. This section will give a brief 
overview of previous articles of the user’s acceptance for 
autonomous vehicles. The definition of acceptance is when 
individuals possess a positive attitude, intention, and/or 
willingness to use innovation in the future [17].  

The review of 41 studies identifies three dominant 
theories—TAM, UTAUT, and TPB—as foundational 
frameworks for studying autonomous vehicle acceptance. 

The Technology Acceptance Model (TAM) explains 
technology adoption mechanisms and predicts successful 
application. It emphasizes assessing benefits versus effort, 
with perceived usefulness and ease of use as key factors [18, 
19]. TAM addresses complexity barriers hindering 
innovation diffusion [20]. It integrates behavior predictors 
like ease of use, usefulness, and intention to behave [18, 19, 
21]. 

The Unified Theory of Acceptance and Usage of 
Technology (UTAUT) unifies eight theories to predict new 
technology adoption [22]. It focuses on factors like 
performance expectancy, effort expectancy, social impact, 
and facilitating conditions [22]. UTAUT incorporates diverse 
fields like psychology and IT [22]. 

The Theory of Planned Behavior (TPB) predicts 
consumer acceptance of new technologies. It considers 
factors like Attitude, Subjective Norms, Perceived 
Behavioral Control, Intention, and Behavior [23]. Personal 
control over internal and external factors influences behavior 
[23]. Attitudes, normative beliefs, and belief in control shape 
behavioral inclination [23]. 

Among them, 21 studies employed TAM or its extension 
to gauge AV adoption intentions. In TAM-based research, 
perceived usefulness consistently predicted AV usage 
intentions, except for [25]. Nonetheless, all studies found 
perceived ease of use significantly influenced AV usage 
intentions. Six studies [26 – 31] examined the UTAUT and 
its extension. Meanwhile, four studies [31 - 34] applied the 
TPB. 

Additional Other featured models include MPAM [35], 
Grey-DEMATEL [36], DOI-TAM-Trust combination [37], 
CAT [38], novel agent-based model [39], ICLV [40], and ISA 
[41]. [42] examined attitudes of blind individuals. [26] 
stressed attitude, [31] found strong attitudes in France and  
Sweden, [37, 43, 44] found trust consistent, [44] highlighted 
ethical standards. Innovativeness mattered in [41, 45], 

but not [30]. [30] revealed subsidy's mediating role. Social 
influence, price reduction, WOM, and media impact mattered 
[35, 39]. Perceived risk varied [43, 38, 41]. Hedonic 
motivation was key [27, 28, 32, 38], and sensation seeking in 
[41]. 

C. Past research on Acceptance on conventional vehicles 
Autonomous vehicle acceptance research often employs 

technology acceptance models, while conventional vehicle 
studies typically focus on individual or car-related factors. 
For example, [46] used linear regression to assess factors 
impacting conventional car purchase in Pakistan. [47] tested 
internet and social media influence in India using chi-square. 
Demographic and economic variables in Nigeria were studied 
through multiple regressions in [48]. [49] examined Brand  
identity and marketing effects in Ghana using ANOVA. 
Color brightness's role in car purchase decisions was 
explored via chi-square in [50]. Brand loyalty and purchase 
intention were investigated in Pakistan using regression 
analysis in [51]. SEM was utilized in [52] to explore brand 
equity's impact on purchase intention in Vietnam. Nostalgic 
advertisement and Brand Heritage effects in Egypt were 
assessed through SEM in [53]. Values affecting loyalty in 
Turkey were identified using regression analysis in [54], with 
[55] using t-test to quantify social norms and socio-
demographic factors on car buying intention among US 
students. 

III. SYNTHESIS KNOWLEDGE AND THE NEW APPROACH 
The researcher emphasizes a notable difference in critical 

factors between conventional cars and AVs, underscored by 
AVs being a subset of durable goods within traditional 
vehicles. This highlights the significant challenge in 
understanding AV adoption factors, prompting the need for 
further exploration. These reviews reveal limitations in their 
application to Thailand, attributed to various factors: 

• Previous research relies on established IT or 
computer adoption models (TAM, UTAUT and 
TPB) due to the absence of a dedicated AV model. 

• Limited studies contextualized in Thailand overlook 
crucial factors tied to local behavior, culture, and 
lifestyle. 

• Variability in results across studies makes 
identifying a common framework challenging due to 
differing focuses, regions, and cultures. 

• Few studies consider AVs as a subset of 
conventional vehicles, overlooking relevant factors 
from car purchasing studies. 

• Quantitative research predominates, while 
qualitative approaches are untapped, which could 
yield valuable insights. 

In conclusion, while previous studies have examined AV 
adoption intentions in Thailand and their correlations, they 
may not fully capture current dynamics. To address this, 
conducting tailored qualitative research with grounded theory 
is essential for achieving the research objectives. 

A. Qualitative research with Grounded Theory 
Qualitative research offers a unique pathway, exploring 

the intricate social realities of individuals by analyzing 
descriptive, non-numeric data to uncover their attitudes,  
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beliefs, and motivations. In the realm of research, data is the 
cornerstone, providing the means to address questions and 
fulfill objectives [56]. For research outcomes of the highest 
caliber, robust data collection tools are indispensable. Among 
the array of qualitative methods, such as interviews, 
observation, and document review, interviewing emerges as 
a pivotal tool. [57] emphasizes its elemental role as "one of 
the most basic forms of data gathering", anchoring various 
qualitative strategies [58].  

The inception of grounded theory by [59] introduced a 
systematic approach to qualitative research, dedicated to the 
formulation of theories. In contrast to quantitative methods,  
grounded theory takes root in empirical observations, 
nurturing theory organically from the data itself [59]. This 
iterative process involves the interplay of data collection,  
analysis, and the blossoming of theory [60, 61]. The interview 
reverberates through qualitative data collection, accentuating 
the significance of proficient tools [61]. With interviews 
taking center stage, this paper's focus is the construction of 
interview tools to cultivate high-quality data within 
qualitative research. The interview process entails recording, 
transcription, cleaning, and analysis, progressing through 
coding, category formation, and thematic design. This cycle 
persists with participants until saturation, and the potential for 
further recruitment remains to solidify confirmation [61]. 

B. Semi-Structure Interview Development Guide 
Conducting comprehensive one-on-one interviews will 

involve both in-person and virtual formats based on 
participants' preferences. These interviews will be guided by 
an interview guide, consisting of questions and topics for 
discussion [62]. Data collection and analysis will occur 
simultaneously, primarily through in-person interviews, 
while virtual interviews will also be offered for convenience. 
The development of the interview guide follows 
Joungtrakul's methodology [56], encompassing seven 
sequential steps: (1) Specify research questions. (2) Define 
research objectives. (3) Summarize the literature review. (4) 
Identify expected participant information. (5) Formulate 
targeted questions. (6) Select pertinent questions for the 
interview guide draft. (7) Explain the rationale behind the 
selected questions for obtaining necessary information. 

Following the completion of the table as presented in 
Table 1, fourteen selected interview questions can be 
summarized in column 6. These questions will provide 
interviewers with a structured framework to effectively guide 
their interactions with interviewees. 

IV. CONCLUSION  
Considering the absence of a dedicated AV model, 

predominant quantitative focus, and outdated Thai research 
data, the researcher introduces an innovative qualitative 
approach using grounded methodology. High-quality data 
collection tools are crucial for optimal outcomes, and a well-
structured semi-structured interview guide is proposed. 
Insights from this guide are synthesized, providing 
interviewers with an efficient framework for interactions. 
Skillfully combined with an interviewer's expertise, this guide 
consistently yields superior results, enabling effective model 
formulation. Ethical considerations remain vital, ensuring 
participant understanding, voluntary participation, and 
withdrawal options. Upholding ethical standards is essential 

for a robust theoretical model grounded in sound research 
findings. 
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TABLE I  INTERVIEW DEVELOPMENT GUIDE  ON EXPLORING ACCEPTANCE FOR AUTONOMOUS VEHICLES IN THAILAND 

Research question Research Objective 
Literature 

Review Expected Answer 

Interview 
questions as 
guided by 

Patton (1990) 

Selected 
interview 
questions  

Reason to select 
the question 

1 What are the most 
influential factors for 
the Thai consumer's 
intent to buy AVs? 

1)To investigate the 
important factors that 
influence the use of AVs 
in Thailand.  

-Review of 
Technology 
used for AVs                         

Factors that drive 
the Thai users to 
adopt AVs 

1)Have you ever 
heard about 
AVs?  If so, 
please explain. 

1)Have you ever 
heard about 
AVs?  If so, 
please explain. 

To share a common 
understanding of 
what AVs are. 

    -Review of 
previous 
research on 
factors to AV 
adoption 

  2)What are the 
key factors that 
you will buy AV 
to use? 

2)What are the 
key factors that 
you will buy AV 
to use? 

 To comprehend the 
primary factors that 
motivate Thai 
consumers to 
purchase AVs. 

        3)Do you agree 
AV can reduce 
accidents 
dramatically?     

   

        4)Do you think 
you will enjoy 
driving AVs like 
driving normal 
cars?    

   

    -Review of past 
research on 
factors to 
conventional 
car adoption 

  5)Is it important 
for AVs to match 
the performance 
of traditional 
cars, and if so, 
what is the 
reasoning behind 
this perspective? 

3) Is it important 
for AVs to match 
the performance 
of traditional 
cars, and if so, 
what is the 
reasoning behind 
this perspective? 

To gain a deeper 
understanding of the 
performance 
comparison between 
autonomous 
vehicles (AVs) and 
conventional cars. 

    -Review of past 
research on 
factors to 
conventional 
car adoption 

  6)Is safety, in 
your opinion, 
equally 
significant for 
AVs as it is for 
traditional cars? 
If so, could you 
please elaborate 
on your 
reasoning? 

4)Is safety, in 
your opinion, 
equally 
significant for 
AVs as it is for 
traditional cars? 
If so, could you 
please elaborate 
on your 
reasoning? 

To comprehend 
whether safety is a 
determining factor 
for individuals. 

    -Review of 
previous 
research on 
factors to AV 
adoption 

  7) Do you think 
AV is too 
expensive?  

5) Do you think 
AV is too 
expensive?  

To make sure that 
different in price 
will not be the main 
impact. 

    
-Review of past 
research on 
factors to 
conventional 
car adoption 

  8) What's your 
take on AV 
brands? Would a 
strong presence 
of Japanese 
brands like 
Toyota sway you 
towards AVs? 

6) What's your 
take on AV 
brands? Would a 
strong presence 
of Japanese 
brands like 
Toyota sway you 
towards AVs? 

To investigate 
whether the brand of 
autonomous cars 
plays a role. 

     -Review of 
previous 
research on 
factors to AV 
adoption 

  9) Do you hold 
the belief that the 
environment 
would benefit 
from the use of 
AVs? If so, could 
you elaborate on 
your reasoning 
behind this 
perspective? 

7) Do you hold 
the belief that the 
environment 
would benefit 
from the use of 
AVs? If so, could 
you elaborate on 
your reasoning 
behind this 
perspective? 

To evaluate whether 
individuals perceive 
AVs as potential 
solutions to 
pollution issues. 

     -Review of 
previous 
research on 
factors to AV 
adoption 

  10) Would the 
widespread 
adoption of AVs 
among the people 
around you 
influence your 
own 
consideration of 
using them? 

8) Would the 
widespread 
adoption of AVs 
among the people 
around you 
influence your 
own 
consideration of 
using them? 

 To explore the 
impact of the 
external influence 
from the other 
people. 
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        11) What do you 
know about 
government 
policy toward 
AV? 

    

2)What are the primary 
barriers preventing 
Thais from intention to 
owning AVs? 

To identify the most 
significant obstacles that 
users may avoid to AVs 
in Thailand. 

- Review of 
Technology 
used for AVs                         

The disadvantages 
of using AVs in 
Thailand 

1) Have you ever 
had any 
experience using 
AVs? If so, 
please provide 
details and 
explanations. 

9) Have you ever 
had any 
experience using 
AVs? If so, 
please provide 
details and 
explanations. 

To determine if 
participants have 
prior experience 
with driving AVs or 
have encountered 
any negative 
experiences. 

    - Review of 
past research on 
factors to 
conventional 
car adoption 

  2)What is the 
major advantage 
and disadvantage 
of AVs you have 
known of? 

10)What is the 
major advantage 
and disadvantage 
of AVs you have 
known of? 

 To gather insights 
from participants' 
perspectives on the 
significant 
advantages and 
disadvantages of 
AVs, whether they 
are already aware of 
them or not. 

    -Review of 
previous 
research on AV 
adoption 

  3) What are the 
key obstacles to 
you not buying 
the AVs 

11) What are the 
key obstacles to 
you not buying 
the AVs?     

To understand what 
are the major 
obstacles that Thai 
consumer will not 
buy AVs. 

        4) Would your 
friend's negative 
opinion about 
AVs influence 
your 
consideration? 

   

        5) What are your 
thoughts if the 
price of AVs is 
relatively high? 

   

3) How will 
sociodemographic 
factors influence the 
intention to adopt AVs 
in Thailand? 

To examine the effects 
of these factors among 
multiple elements, such 
as age, gender, living 
location, household 
factor toward users’ 
intention to use AVs in 
Thailand.  

-Review of 
previous 
research on AV 
adoption 
 

Sociodemographic 
that impact the 
decision to adopt 
AVs 

1) If this is OK, 
please let me 
know your age, 
gender, status, or 
living location. 

12) If this is OK, 
please let me 
know your age, 
gender, status, or 
living location. 

To request 
participants' 
permission for 
recording personal 
information. 

       

2) Do you 
currently own a 
conventional car? 

 

  

    

-Review of 
previous 
research on AV 
adoption   

3)Do you have 
any plans to use 
or purchase AVs? 
If yes, could you 
please elaborate 
on your reasons 
for that decision? 

13)Do you have 
any plans to use 
or purchase AVs? 
If yes, could you 
please elaborate 
on your reasons 
for that decision?    

Responses to 
question 1 could 
potentially reveal a 
notable inclination 
among participants 
towards AVs. 

    

 -Review of 
previous 
research on AV 
adoption   

4) Do you believe 
that your age, 
gender, status, or 
living location 
influences your 
decision 
regarding the 
previous 
question? If so, 
could you please 
explain why you 
think these 
factors play a 
role? 

14) Do you 
believe that your 
age, gender, 
status, or living 
location 
influences your 
decision 
regarding the 
previous 
question? If so, 
could you please 
explain why you 
think these 
factors play a 
role? 

 To 
comprehensively 
grasp the 
implications of 
these factors across 
various variables, 
including age, 
gender, residential 
location, and 
household 
dynamics, on users' 
intent to adopt AVs 
in Thailand. 

 
 
 
 

[22] V. Venkatesh, M. G. Morris, G. B. Davis, and F. B. Davis, “User 
Acceptance of Information Technology: Toward a Unified View,” MIS 
Quarterly, vol. 27, no. 3, 2003. 

[23] I. Ajzen, “The theory of planned behaviour: Reactions and reflections,” 
Psychology and health”, vol. 26(9), 2011, pp. 1113-1127. 

[24] V. Venkatesh, A. Susan, A. Brown, and B. Hillol "Bridging the 
qualitative-quantitative divide: Guidelines for conducting mixed 
methods research in information systems," MIS quarterly (2013), 2013, 
pp. 21-54. 

[25] P. Sakuljao, W. Satiennam, T. Satiennam, N. Kronprasert, and S. 
Jaensirisak, “Understanding intention to use conditionally automated 
vehicles in Thailand, based on an extended technology acceptance 
model,” Sustainability, vol. 15(3), 2023. 

[26] K. Ljubi, and A. Groznik, ”Role played by social factors and privacy 
concerns in autonomous vehicle adoption,” Transport Policy, vol.132, 
2023, pp. 1-15.  

[27] S. Nordhoff, J. Stapel, B. van Arem, and R. Happee, “Passenger 
opinions of the perceived safety and interaction with automated 
shuttles: A test ride study with ‘hidden’safety steward,” Transportation 
research part A: policy and practice, vol. 138, 2020, pp. 508-524.  

[28] T. Keszey, ”Behavioural intention to use autonomous vehicles: 
Systematic review and empirical extension,” Transportation research 
part C: emerging technologies, vol. 119, 2020.  

[29] A. Manfreda, K. Ljubi, and A. Groznik, “Autonomous vehicles in the 
smart city era: An empirical study of adoption factors important for 
millennials,” International Journal of Information Management, vol. 
58, 2021. 

[30] S. Chaveesuk, W. Chaiyasoonthorn, N. Kamales, Z. Dacko-Pikiewicz, 
W. Liszewski, and B. Khalid, “Evaluating the determinants of 
consumer adoption of autonomous vehicles in Thailand—An extended 
UTAUT model,” Energies, vol. 16(2), 2023, pp. 855.  

[31] S. A. Kaye, I. Lewis, S. Forward and P. Delhomme,”A priori 
acceptance of highly automated cars in Australia, France, and Sweden: 
A theoretically-informed investigation guided by the TPB and 
UTAUT,” Accident Analysis and Prevention, vol. 137, 2020. 

[32] K. Weigl, M. A. Nees, D. Eisele and A. Riener,”Acceptance of 
automated vehicles: Gender effects, but lack of meaningful association 
with desire for control in Germany and in the US,” Transportation 
research interdisciplinary perspectives, vol.13, 2022. 

[33] R. A. Acheampong and F. Cugurullo,” Capturing the behavioural 
determinants behind the adoption of autonomous vehicles: Conceptual 
frameworks and measurement models to predict public transport, 
sharing and ownership trends of self-driving cars,” Transportation 
research part F: traffic psychology and behaviour, vol. 62, 2019, pp. 
349-375. 

[34] M. M. Rahman, S. Deb, L. Strawderman, R. Burch, and B. Smith, 
“How the older population perceives self-driving vehicles,” 
Transportation research part F: traffic psychology and behaviour, 
vol.65, 2019, pp. 242-257. 

[35] G. Zhu, Y. Chen, and J. Zheng, ”Modelling the acceptance of fully 
autonomous vehicles: a media-based perception and adoption model,” 
Transportation research part F: traffic psychology and behaviour, vol. 
73, 2020, pp. 80-91. 

[36] A. Raj, J. A. Kumar, and P. Bansal,”A multicriteria decision making 
approach to study barriers to the adoption of autonomous vehicles,” 
Transportation research part A: policy and practice, vol. 133, 2020, pp. 
122-137. 

[37] K. F. Yuen, L. Cai, G. Qi, and X. Wang, “Factors influencing 
autonomous vehicle adoption: An application of the technology 
acceptance model and innovation diffusion theory,” Technology 
Analysis and Strategic Management, vol. 33(5), 2021, pp. 505-519. 

[38] M. A. Ribeiro, D. Gursoy, and O. H. Chi,” Customer acceptance of 
autonomous vehicles in travel and tourism,” Journal of Travel 
Research, vol. 61(3), 2022, pp. 620-636. 

[39] S. Dubey, I. Sharma, S. Mishra, O. Cats, and P. Bansal,”A general 
framework to forecast the adoption of novel products: A case of 
autonomous vehicles,” Transportation research part B: 
methodological, vol. 165, 2022, pp. 63-95. 

 
 
 

[40] P. Jabbari, J. Auld, and D. MacKenzie, ”How do perceptions of safety 
and car ownership importance affect autonomous vehicle adoption?,” 
Travel behaviour and society, vol. 28, 2022, pp. 128-140. 

[41] A. Z. Benleulmi,  and B. Ramdani, “Behavioural intention to use fully 
autonomous vehicles: Instrumental, symbolic, and affective motives,” 
Transportation research part F: traffic psychology and behaviour, vol. 
86, 2022, pp. 226-237. 

[42] R. Bennett, R. Vijaygopal, R. and Kottasz, “ Willingness of people who 
are blind to accept autonomous vehicles: An empirical investigation,” 
Transportation research part F: traffic psychology and behaviour, vol 
69, 2020, pp. 13-27. 

[43] W. Ackaah, V. L. Leslie, and K. K. Osei,” The adoption of self-driving 
vehicles in Africa: Insight from Ghana. Urban, Planning and 
Transport Research, vol 10(1), 2022. Pp. 333-357.  

[44] S. Ramjan, and P. Sangkaew, ”Understanding the adoption of 
autonomous vehicles in Thailand: An extended TAM approach,” 
Engineering Management in Production and Services, vol 14(1), 2022. 

[45] I. Nastjuk, B. Herrenkind, M. Marrone, A. B. Brendel, and L. M. 
Kolbe, “What drives the acceptance of autonomous driving? An 
investigation of acceptance factors from an end-user's perspective,” 
Technological Forecasting and Social Change, vol 161, 2020. 

[46] M. Naeem, and A Sami, “Product brand loyalty and purchase decision: 
a comparative study of automobile industry of Pakistan,” International 
Journal of Entrepreneurial Research, vol 3(3), 2020, pp. 76-87. 

[47] B. M. Darshan,” Influence of social media on vehicle purchasing 
decisions: An empirical study on automobile industry,” International 
Journal of Mechanical Engineering and Technology. Vol 9, 2018, pp. 
974-981. 

[48] H. D. Koce, M. Z. Ndaba, and E. G. Gata, (2021). Economic and 
demographic determinants and its effect on consumer purchasing 
decision in the Nigerian automobile industry,” International Journal of 
Research -GRANTHAALAYAH, 2021. 

[49] S. I. Nnindini, and J. B. Dankwah, ”Consumer Loyalty and Brand 
Marketing Programs in an Emerging Economy: Evidence from the 
Automobile Industry,” Information Management and Business 
Review, vol 13(4 (I)), 2021, pp. 23-38. 

[50] T. Kato, “ Perceived color quality: The effect of light reflection 
brightness of a car’s exterior design on consumers’ purchase 
intentions,” International Journal of Engineering Business 
Management, vol 14, 2022. 

[51] D. R. Q. Danish, D. M. K. Khan, D. M. M. Ghafoor, D. I. Ahmad,  D. 
A. A. Humayon, and S. Aslam, “ Impact of brand loyalty in assessing 
purchase intentions of a customer: A study of automobile industry in 
South Asian perspective, “ South Asian Studies, vol 33(2), 2020. 

[52] N. T. H. Phan, T. Q. Nguyen, and D. Truong, “ The effect of brand 
equity components on automobile purchase intention of consumers in 
Ho Chi Minh city, Vietnam, “ The Journal of Asian Finance, 
Economics and Business (JAFEB), vol 6(2), 2019, pp. 135-145. 

[53] H. Ahemd Nabih El-Sayed Nassef, and G. Sayed Abd El-Aziz, ” 
Investigating the relationship between nostalgic advertisement, brand 
heritage, and automobile purchase intention (Applying on Mercedes – 
Benz Egypt),” The Academic Journal of Contemporary Commercial 
Research, vol 2(1), 2022, pp. 16-34. 

[54] Ö. Ü. O. ÖZDEMİR, “ The relationship between consumer perceived 
value and purchase intention: an empirical study of automobile sector 
in turkey,”Journal of Academic Value Studies, vol 5, issue 3, 2019, pp. 
324-332. 

[55] P. F. Belgiawan, J. D. Schmöcker, M. Abou-Zeid, J. Walker, and S. 
Fujii,” Modelling social norms: Case study of students’ car purchase 
intentions,” Travel Behaviour and Society, vol 7, 2017, pp. 12-25. 

[56] J Joungtrakul, B. Sheehan, and S. Aticomsuwan, “Qualitative Data 
Collection Tool: A New Approach to Developing an Interview Guide,” 
AFBE 6, vol 2 , 2013, pp. 140-154. 

[57] B. A. Chadwick, H. M. Bahr, and S. L. Albrecht, “Qualitative research. 
Social science research methods, ”, 1984, pp 205-237. 

[58] J. W. Creswell, Qualitative Inquiry and Research Design. (3rd ed.), 
Sage Publications, Thousand Oaks, CA, 2013. 

 
 
 
 
 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

309

[22] V. Venkatesh, M. G. Morris, G. B. Davis, and F. B. Davis, “User 
Acceptance of Information Technology: Toward a Unified View,” MIS 
Quarterly, vol. 27, no. 3, 2003. 

[23] I. Ajzen, “The theory of planned behaviour: Reactions and reflections,” 
Psychology and health”, vol. 26(9), 2011, pp. 1113-1127. 

[24] V. Venkatesh, A. Susan, A. Brown, and B. Hillol "Bridging the 
qualitative-quantitative divide: Guidelines for conducting mixed 
methods research in information systems," MIS quarterly (2013), 2013, 
pp. 21-54. 

[25] P. Sakuljao, W. Satiennam, T. Satiennam, N. Kronprasert, and S. 
Jaensirisak, “Understanding intention to use conditionally automated 
vehicles in Thailand, based on an extended technology acceptance 
model,” Sustainability, vol. 15(3), 2023. 

[26] K. Ljubi, and A. Groznik, ”Role played by social factors and privacy 
concerns in autonomous vehicle adoption,” Transport Policy, vol.132, 
2023, pp. 1-15.  

[27] S. Nordhoff, J. Stapel, B. van Arem, and R. Happee, “Passenger 
opinions of the perceived safety and interaction with automated 
shuttles: A test ride study with ‘hidden’safety steward,” Transportation 
research part A: policy and practice, vol. 138, 2020, pp. 508-524.  

[28] T. Keszey, ”Behavioural intention to use autonomous vehicles: 
Systematic review and empirical extension,” Transportation research 
part C: emerging technologies, vol. 119, 2020.  

[29] A. Manfreda, K. Ljubi, and A. Groznik, “Autonomous vehicles in the 
smart city era: An empirical study of adoption factors important for 
millennials,” International Journal of Information Management, vol. 
58, 2021. 

[30] S. Chaveesuk, W. Chaiyasoonthorn, N. Kamales, Z. Dacko-Pikiewicz, 
W. Liszewski, and B. Khalid, “Evaluating the determinants of 
consumer adoption of autonomous vehicles in Thailand—An extended 
UTAUT model,” Energies, vol. 16(2), 2023, pp. 855.  

[31] S. A. Kaye, I. Lewis, S. Forward and P. Delhomme,”A priori 
acceptance of highly automated cars in Australia, France, and Sweden: 
A theoretically-informed investigation guided by the TPB and 
UTAUT,” Accident Analysis and Prevention, vol. 137, 2020. 

[32] K. Weigl, M. A. Nees, D. Eisele and A. Riener,”Acceptance of 
automated vehicles: Gender effects, but lack of meaningful association 
with desire for control in Germany and in the US,” Transportation 
research interdisciplinary perspectives, vol.13, 2022. 

[33] R. A. Acheampong and F. Cugurullo,” Capturing the behavioural 
determinants behind the adoption of autonomous vehicles: Conceptual 
frameworks and measurement models to predict public transport, 
sharing and ownership trends of self-driving cars,” Transportation 
research part F: traffic psychology and behaviour, vol. 62, 2019, pp. 
349-375. 

[34] M. M. Rahman, S. Deb, L. Strawderman, R. Burch, and B. Smith, 
“How the older population perceives self-driving vehicles,” 
Transportation research part F: traffic psychology and behaviour, 
vol.65, 2019, pp. 242-257. 

[35] G. Zhu, Y. Chen, and J. Zheng, ”Modelling the acceptance of fully 
autonomous vehicles: a media-based perception and adoption model,” 
Transportation research part F: traffic psychology and behaviour, vol. 
73, 2020, pp. 80-91. 

[36] A. Raj, J. A. Kumar, and P. Bansal,”A multicriteria decision making 
approach to study barriers to the adoption of autonomous vehicles,” 
Transportation research part A: policy and practice, vol. 133, 2020, pp. 
122-137. 

[37] K. F. Yuen, L. Cai, G. Qi, and X. Wang, “Factors influencing 
autonomous vehicle adoption: An application of the technology 
acceptance model and innovation diffusion theory,” Technology 
Analysis and Strategic Management, vol. 33(5), 2021, pp. 505-519. 

[38] M. A. Ribeiro, D. Gursoy, and O. H. Chi,” Customer acceptance of 
autonomous vehicles in travel and tourism,” Journal of Travel 
Research, vol. 61(3), 2022, pp. 620-636. 

[39] S. Dubey, I. Sharma, S. Mishra, O. Cats, and P. Bansal,”A general 
framework to forecast the adoption of novel products: A case of 
autonomous vehicles,” Transportation research part B: 
methodological, vol. 165, 2022, pp. 63-95. 

 
 
 

[40] P. Jabbari, J. Auld, and D. MacKenzie, ”How do perceptions of safety 
and car ownership importance affect autonomous vehicle adoption?,” 
Travel behaviour and society, vol. 28, 2022, pp. 128-140. 

[41] A. Z. Benleulmi,  and B. Ramdani, “Behavioural intention to use fully 
autonomous vehicles: Instrumental, symbolic, and affective motives,” 
Transportation research part F: traffic psychology and behaviour, vol. 
86, 2022, pp. 226-237. 

[42] R. Bennett, R. Vijaygopal, R. and Kottasz, “ Willingness of people who 
are blind to accept autonomous vehicles: An empirical investigation,” 
Transportation research part F: traffic psychology and behaviour, vol 
69, 2020, pp. 13-27. 

[43] W. Ackaah, V. L. Leslie, and K. K. Osei,” The adoption of self-driving 
vehicles in Africa: Insight from Ghana. Urban, Planning and 
Transport Research, vol 10(1), 2022. Pp. 333-357.  

[44] S. Ramjan, and P. Sangkaew, ”Understanding the adoption of 
autonomous vehicles in Thailand: An extended TAM approach,” 
Engineering Management in Production and Services, vol 14(1), 2022. 

[45] I. Nastjuk, B. Herrenkind, M. Marrone, A. B. Brendel, and L. M. 
Kolbe, “What drives the acceptance of autonomous driving? An 
investigation of acceptance factors from an end-user's perspective,” 
Technological Forecasting and Social Change, vol 161, 2020. 

[46] M. Naeem, and A Sami, “Product brand loyalty and purchase decision: 
a comparative study of automobile industry of Pakistan,” International 
Journal of Entrepreneurial Research, vol 3(3), 2020, pp. 76-87. 

[47] B. M. Darshan,” Influence of social media on vehicle purchasing 
decisions: An empirical study on automobile industry,” International 
Journal of Mechanical Engineering and Technology. Vol 9, 2018, pp. 
974-981. 

[48] H. D. Koce, M. Z. Ndaba, and E. G. Gata, (2021). Economic and 
demographic determinants and its effect on consumer purchasing 
decision in the Nigerian automobile industry,” International Journal of 
Research -GRANTHAALAYAH, 2021. 

[49] S. I. Nnindini, and J. B. Dankwah, ”Consumer Loyalty and Brand 
Marketing Programs in an Emerging Economy: Evidence from the 
Automobile Industry,” Information Management and Business 
Review, vol 13(4 (I)), 2021, pp. 23-38. 

[50] T. Kato, “ Perceived color quality: The effect of light reflection 
brightness of a car’s exterior design on consumers’ purchase 
intentions,” International Journal of Engineering Business 
Management, vol 14, 2022. 

[51] D. R. Q. Danish, D. M. K. Khan, D. M. M. Ghafoor, D. I. Ahmad,  D. 
A. A. Humayon, and S. Aslam, “ Impact of brand loyalty in assessing 
purchase intentions of a customer: A study of automobile industry in 
South Asian perspective, “ South Asian Studies, vol 33(2), 2020. 

[52] N. T. H. Phan, T. Q. Nguyen, and D. Truong, “ The effect of brand 
equity components on automobile purchase intention of consumers in 
Ho Chi Minh city, Vietnam, “ The Journal of Asian Finance, 
Economics and Business (JAFEB), vol 6(2), 2019, pp. 135-145. 

[53] H. Ahemd Nabih El-Sayed Nassef, and G. Sayed Abd El-Aziz, ” 
Investigating the relationship between nostalgic advertisement, brand 
heritage, and automobile purchase intention (Applying on Mercedes – 
Benz Egypt),” The Academic Journal of Contemporary Commercial 
Research, vol 2(1), 2022, pp. 16-34. 

[54] Ö. Ü. O. ÖZDEMİR, “ The relationship between consumer perceived 
value and purchase intention: an empirical study of automobile sector 
in turkey,”Journal of Academic Value Studies, vol 5, issue 3, 2019, pp. 
324-332. 

[55] P. F. Belgiawan, J. D. Schmöcker, M. Abou-Zeid, J. Walker, and S. 
Fujii,” Modelling social norms: Case study of students’ car purchase 
intentions,” Travel Behaviour and Society, vol 7, 2017, pp. 12-25. 

[56] J Joungtrakul, B. Sheehan, and S. Aticomsuwan, “Qualitative Data 
Collection Tool: A New Approach to Developing an Interview Guide,” 
AFBE 6, vol 2 , 2013, pp. 140-154. 

[57] B. A. Chadwick, H. M. Bahr, and S. L. Albrecht, “Qualitative research. 
Social science research methods, ”, 1984, pp 205-237. 

[58] J. W. Creswell, Qualitative Inquiry and Research Design. (3rd ed.), 
Sage Publications, Thousand Oaks, CA, 2013. 

 
 
 
 
 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

310

 
 
[59] B. G. Glaser, and A. L. Strauss,  The Discovery of Grounded Theory: 

Strategies for Qualitative Research. Chicago, IL: Aldine Altherton. 
ISBN:0-202-30260-1., 1967. 

[60] J. Corbin, and A. Strauss, Basics of Qualitative Research: Techniques 
and Procedures for Developing Grounded Theory. Fourth edition. 
Sage, Thousand Oaks, Ca., 2015. 

[61] T. M. Giles, S. de Lacey, and E. Muir-Cochrane, “Coding, Constant 
Comparisons, and Core Categories: A Worked Example for Novice 
Constructivist Grounded Theorists,” ANS 39, vol 1, 2016, pp. E29-
E44. 

[62] M. Q. Patton, Qualitative evaluation and research methods. SAGE 
Publications, inc., 1990.  

Factors Effecting Employees Motivation: 
 A Study of  the Ministry of Foreign Affairs in 

Myanmar 
 

Htet Aung Kyaw 
KMITL Business School 

King Mongkut’s Institute of Technology Ladkrabang 
Bangkok, Thailand 

63611142@kmitl.ac.th  

Vasu Keerativutisest 
KMITL Business School 

King Mongkut’s Institute of Technology Ladkrabang 
Bangkok, Thailand 

vasu.ke@kmitl.ac.th 
 

Abstract—The study aimed to determine the 
organizational factors that influence employee motivation in 
the Ministry of Foreign Affairs in Myanmar. Organizational 
factors as the independent variable were hypothesized to 
influence the dependent variable. Organizational factors are 
organization policies, salary, compensation and bonus, 
working conditions, job security, interpersonal 
relationships, psychological conditions, and emotional 
intelligence directly affect employee motivation. This 
research employed a mixed method that collects the 
qualitative data first and the results from the qualitative 
data analysis use the questionnaires for the quantitative 
data collection. Descriptive statistics of dependent and 
independent variables are obtained to interpret the 
responses of participants and draw comparisons of how the 
responses are distributed. Multiple regression and Pearson 
correlation coefficient were applied to test hypotheses. 
Organizational commitment as a moderating variable can 
strengthen the relationship between organizational factors 
and employees’ motivation. Testing of the hypothesis found 
that organization factors significantly influence employees’ 
motivation and organizational commitment can modify the 
relationship between organization factors and employees’ 
motivation 

Keywords—Employee motivation, Organizational factors, 
Organizational Commitment 

I. INTRODUCTION  
Employee motivation is a workplace approach 

resulting in the right conditions for all members of an 
organization to give their best each day, be committed to 
their organization’s goals and values, motivated to 
contribute to the organizational success, with an enhanced 
sense of their own well-being. Even more significantly, 
there is evidence that improving motivation correlates 
with improving performance [1]. Motivation also 
emphasizes an emotional connection with the 
organization, a passion for work, and feelings of hope 
about the future within the organization. Employee 
motivation is also derived in the form of satisfaction from 
the success of the organization [2]. Myanmar governments 
face fundamental challenges such as determining the right 
individuals to select for public sector jobs, recruiting these 
candidates effectively, and motivating them to perform 
well [3]. Based on the significant findings of the employee 
motivation study, this research aims at the organizational 
factors that influence employee motivation at selected 

Government Organizations in Myanmar. This study's 
main concepts were employee motivation as the 
dependent variable, organizational factors as independent 
variables and organizational commitments as moderating 
variables.  

II. LITERATURE REVIEW AND CONCEPTUAL FRAMEWORK  

A. Employee Motivation 
Employee motivation is the dependent variable in this 

study. Employees’ motivation is one of the important 
parts of people’s lives. Organizations or companies can 
be very dangerous without a motivating workplace. 
Motivation plays an important role in identifying how 
individuals act the way they do at the workplace. 
Employee motivation means that ‚one of the strategies of 
organizations to enhance its performance through its 
workers by providing a conducive, motivated 
environment in the organization [4]. Employee 
motivation is important at the organizational and 
individual level. The organization level and work 
motivation are related to employee performance, 
productivity, organizational commitment, absenteeism, 
and turnover intention [5]. 

B. Organization Factors Influence on Employees 
Motivation 
Organizational factors as the independent variable (IV) 

were hypothesized to influence the dependent variable 
(DV). Organizational factors such as organization 
policies, salary, compensation and bonus, working 
conditions, job security, interpersonal relationships, 
psychological conditions, and emotional intelligence 
directly affect employee motivation.  
Organization policies: Myanmar governments face 
fundamental challenges such as determining the right 
individuals to select for public sector jobs, recruiting these 
candidates effectively, and motivating them to perform 
well. Promoting and protecting the rights of persons 
belonging to minorities has been an integral 
responsibility and significant priority of the High 
Commissioner and OHCHR [6].   
Salary, Compensation, and Bonus: In Myanmar, the 
salary in the public sector is lower than the salary in the 
private sector. To facilitate motivation and incentives in 
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responses of participants and draw comparisons of how the 
responses are distributed. Multiple regression and Pearson 
correlation coefficient were applied to test hypotheses. 
Organizational commitment as a moderating variable can 
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and employees’ motivation. Testing of the hypothesis found 
that organization factors significantly influence employees’ 
motivation and organizational commitment can modify the 
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environment in the organization [4]. Employee 
motivation is important at the organizational and 
individual level. The organization level and work 
motivation are related to employee performance, 
productivity, organizational commitment, absenteeism, 
and turnover intention [5]. 

B. Organization Factors Influence on Employees 
Motivation 
Organizational factors as the independent variable (IV) 

were hypothesized to influence the dependent variable 
(DV). Organizational factors such as organization 
policies, salary, compensation and bonus, working 
conditions, job security, interpersonal relationships, 
psychological conditions, and emotional intelligence 
directly affect employee motivation.  
Organization policies: Myanmar governments face 
fundamental challenges such as determining the right 
individuals to select for public sector jobs, recruiting these 
candidates effectively, and motivating them to perform 
well. Promoting and protecting the rights of persons 
belonging to minorities has been an integral 
responsibility and significant priority of the High 
Commissioner and OHCHR [6].   
Salary, Compensation, and Bonus: In Myanmar, the 
salary in the public sector is lower than the salary in the 
private sector. To facilitate motivation and incentives in 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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civil service, it is important to take a step forward to 
improve transparency in pay and compensation [7]. The 
World Bank has indicated their possible assistance for 
pay, compensation, and human resource management, 
following findings and recommendations from their 
reviews undertaken recently. 
Working Conditions: Working conditions form the basic 
core of paid work and labor relations. Poor working 
conditions create an atmosphere that affects employee 
productivity. Unproductive employees tend to be 
lethargic and demotivating, which slows down the 
progress of the organization [8]. 
Psychological Conditions: The psychology of motivation 
is the study of how biological, psychological, and 
environmental variables contribute to motivation. That is, 
what the body and brain contribute to motivation; what 
mental processes contribute to; and finally, how material 
incentives, goals, and their mental representations 
motivate individuals [9]. 
Emotional Intelligence: Emotional intelligence can be 
learned but a significant improvement probably requires 
intensive individual coaching, relevant feedback, and a 
strong desire for significant personal development [10]. 
Job securities: Job security is the assurance an employee 
has that they can continue working their current job for 
the foreseeable future. An employee who feels safe at 
work might be more loyal to their organization. This 
means they trust the relationship and that they commit to 
performing well and staying with the organization [11]. 
Interpersonal relationship: (Prachi, 2018), opined that 
interpersonal relationship refers to a strong association 
between individuals working together in the same 
organization. Employees working together should share a 
special bond for them to achieve the best possible level 
[12]. 
The hypothesis test is as follows- 

H1O: There is no significant relationship between 
organization policies on employee motivation. 
H1A: There is a significant relationship between 
organization policies on employee motivation. 
H2O: There is no significant relationship between 
salary, compensation, and bonuses on employee 
motivation. 
H2A: There is a significant relationship between salary, 
compensation and bonuses on employee motivation. 
H3O: There is no significant relationship between 
working conditions on employee motivation. 
H3A: There is a significant relationship between 
working conditions on employee motivation. 
H4O: There is no significant relationship between 
psychological conditions on employee motivation. 
H4A: There is a significant relationship between 
psychological conditions on employee motivation. 
H5O: There is no significant relationship between 
emotional intelligence on employee motivation. 
H5A: There is a significant relationship between 
emotional intelligence on employee motivation. 
H6O: There is no significant relationship between job 
securities on employee motivation. 

H6A: There is a significant relationship between job 
securities on employee motivation. 
H7O: There is no significant relationship between 
interpersonal relationships on employee motivation. 
H7A: There is a significant relationship between 
interpersonal relationships on employee motivation. 
H8O: Organization policies, salary, compensation and 
bonus, working conditions, psychological conditions, 
emotional intelligence, job security, and interpersonal 
relationships do not statistically significantly predict 
employee motivation. 
H8A: Organization policies, salary, compensation and 
bonus, working conditions, psychological conditions, 
emotional intelligence, job security, and interpersonal 
relationships do statistically significantly predict 
employee motivation. 

C. Moderating Variable Modify for Relationship 
between Organization Factors and Employees 
Motivation 
In this study organization commitment as a 

moderating variable can strengthen the relationship 
between organizational factors and employees’ 
motivation. Organizational commitment helps 
organizations perform better and achieve their goals 
because their employees feel connected to the 
organization and are more productive and dedicated to 
their work [13]. Organizational commitment as 
moderating variables (Mod) was measured in terms of 
recognition, achievement, responsibility, and training.  
Recognition: recognizing employees in front of friends 
and colleagues is the greatest motivation one can get to do 
better anytime. Great Place to Work analyzed 1.7 million 
employee survey responses gathered between 2018 and 
2020 across small, mid-sized and large companies. 
Recognition makes employees feel promotions are fair, 
spurs innovation and extra effort [14]. 
Achievement: Employee motivation and achievement 
have a statistically significant, positive linear relationship. 
While it may be a weak relationship based on the Pearson 
correlation coefficient, the relationship is statistically 
significant [15]. 
Responsibility: People are motivated when their 
responsibilities are meaningful and engage their abilities 
and values. Management is required to impose 
systematically the responsibility for work-community 
decisions on the employees [16]. 
Training: Training is an indicator of the importance given 
to the employees and constitutes an important wing of the 
investments made by people. In terms of employees, 
participation in training programs, of which expenses are 
covered by companies, can enable them to feel privileged 
and to increase their knowledge and skills. In this way, 
they can perform their tasks more motivated without 
feeling lacking [17]. 
Then, the hypothesis can be proposed:  

Hypothesis: The moderating variable significantly 
moderates the relationship between organizational factors 
and employees’ motivation. 
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Fig. 1 Conceptual Framework of Employee Motivation 

The main purpose of conceptual framework was to 
clarify concepts and purpose relationships among the 
variables in the study, provide a context for interpreting 
the study findings and explain observations. It illustrated 
the relationship between organizational factors, 
organization commitments and employee motivation. In 
this study, the main concepts were employee motivation 
as the dependent variables, organizational factors as 
independent variables and organizational commitments as 
moderating variables.  

III. RESEARCH METHOD 
The researcher applied the mixed method that 

combines and integrates qualitative and quantitative. The 
data are collected by different means to interpret the 
findings. This offers a stronger understanding of the 
research method alone because it can exploit the strength 
of both methods and minimize limitations [18]. 

A. Qualitative Research 

 Qualitative research is a major branch of analyzing 
respondent patterns toward significant findings and 
successful implementation. Qualitative research involves 
the collection and analysis of written or spoken word and 
textual data. It can also focus on body language or visuals 
to help create a detailed description of the researchers’ 
observations. In this study collects the qualitative data first 
and the result from the qualitative data analysis uses 
questionnaires for the quantitative data collection. 
Qualitative data obtained from interviews typically are 
unstructured textual materials and not straightforward to 
analyze [19]. The researcher used convenience sampling 
to determine the sample for qualitative research. 
Convenience sampling is a type of non-probability 
sampling where the sample is taken by the people who are 
easy to reach. The qualitative approach collected data 
through 9 semi-structured interviews with 8 representing 
persons from all position levels in the Ministry of Foreign 
Affairs to analyze the factors of motivation. Semi-
structured interviews are often open-ended, allowing for 
flexibility. Asking set questions in a set order allows for 
easy comparison between respondents, but it can be 
limiting. Having less structure can help you see patterns, 

while still allowing for comparisons between respondents 
[20]. 

B. Quantitative Research 

In this study, quantitative analysis is used as the main 
method. The quantitative research allows for testing the 
relationship between factors and employee motivation in 
the Ministry of Foreign Affairs in Myanmar. Using the 
self-administered questionnaire will fulfill the purpose 
because it has many advantages such as being inexpensive 
and rapid to administer. Moreover, the method is 
convenient for respondents and has no interviewer’s 
impact on subjects or interviewer variability [21]. A 
questionnaire is used as an instrument to collect 
quantitative data. The questionnaire intends to measure 
the factor of employee motivation in the Ministry of 
Foreign Affairs in Myanmar. The composition of 
motivation factors will be measured with a 5-point Likert 
scale (1= Strongly disagree to 5= Strongly agree). The 
sampling frame for the quantitative study consisted of 811 
employees from 7 departments of the Ministry of Foreign 
Affairs. The stratified random sampling technique was 
used in the selection of sample elements from the 
sampling frame.  

The required sample size is calculated using the 
formula of Yamane (1967) as follows [22]. 

 
n=811/(1+811(0.05)2) 
 
n= sample size required  
N = number of people in the population= 811  
e = allowable error (%) = 0.05 (5%)  
n= 267.87 

IV. ANALYSIS 
A. Qualitative analysis 

The focus is on analyzing the findings of the 9-semi 
structured question as it was used to support the two main 
theoretical frameworks of the study which are Maslow’s 
Hierarchy of Needs and Herzberg’s Two-Factor Theory 
[23]. 
 Following Maslow’s theory, Employees respond to 
the same types of needs, and it goes from the basic things 
they need for survival to a sense of fulfilling their 
potential and finding their purpose in life. This is a 
fundamental need at the bottom of the pyramid 
model.  The key points from employees' responses are 
mental and physical, security, social, esteem, and self-
actualization needs.  

 Following Herzberg’s theory, employees respond to 
the needs of hygiene factors such as interpersonal 
relations, policies, salary, working conditions, 
psychological conditions, emotional intelligence, and job 
security. Hygiene factors are essential for helping 
individuals achieve motivation at work, but no matter how 
strong these factors are, they will never lead an employee 
to become highly motivated at work. According to 
Maslow’s theory, these factors are basic factors 
motivating employees to move to higher levels of needs 

Organization Policies  
Salary, Compensation and bonus   
Working Conditions  
Psychological Conditions 
Emotional Intelligence 
Job Security  
Interpersonal Relationship 

Organization factors 
(Independent Variables) 

 
Employees 
Motivation 

Employees 
(Dependent Variables) 

Recognition 
Achievement 

Responsibilities 
Training 

Organization Commitment 
(Moderating Variables) 
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only when the previous lower levels are successfully 
achieved, or at least, to be motivated.   

The employees also respond to the needs of motivator 
factors such as recognition, achievement, responsibility, 
and training. According to Herzberg’s theory, motivating 
factors will not help motivation when hygiene factors are 
not present. But, once hygiene has been established, the 
motivating factors are essential for creating highly  

motivated employees. 
 
B. Quantitative analysis 

To test the hypothesis was conducted by using 
regression analysis. The reliability of each construct was 
assessed by using Cronbach’s Alpha. 

 
TABLE I Findings of Reliability Analysis motivation factors influence 

employee motivation 

 
It can be observed that Cronbach’s alpha values of 

motivation factors that influence on employees’ 
motivation are 0.92, 0.93, and 0.76 indicating that these 
items are highly internal consistency. Also, it is reliable 
to analyze the motivation factors on employees’ 
motivation in MOFA. 

 
TABLE II Correlation of Motivation Factors and Employees’ 

Motivation 

 
The table shows that there exists a correlation 

between the independent variable factors and employees’ 
motivation. This research is also aimed to examine the 
impact of moderating variables between independent 
variables and dependent variables. It is purposed to assess 
the interaction effect of moderating variables. 

 
TABLE Ⅲ Multiple Regression Model Summaries 

 
The R-value represents the correlation between the 

dependent and independent variables. The R-value must 
be greater than 0.4 for further analysis. As a result, the 
value is 0.730 which is greater than 0.4. So, it indicates a 
good level of prediction. 

R-square shows the total variation for the dependent 
variable that could be explained by the independent 
variables. The R-square value should be greater than 0.5 

shows that effective enough to determine the relationship. 
In this result, the R-square is at 0.532 or 53.2% so is 
effective enough to determine the relation. 

 
TABLE Ⅳ Regression Analysis Test for Organization Factors 

Influence on Employees' Motivation 
 

 
 

TABLE Ⅴ Regression Analysis of Moderating Variable Moderates 
Relationship between Independent Variable and Dependent Variable 

 

 
The moderating variable significantly predicted the 

relationship between the independent variable and 
dependent variable p< 0.001 which indicates that 
modified between organizational factors and employees’ 
motivation. 

V. RESULTS AND FINDINGS 

A. Qualitative Findings 
According to the interview results, most of the 

employees feel motivated when they have a good 
relationship with colleagues and supervisors, 
opportunities for career development, good working 
conditions, good organization policies, equal opportunity 
and serving at abroad as diplomats.  And, employees also 
want to know feedback on their work. During the 
interview, the employees who serve in Naypyitaw 
responded they want to work near their family and they 
feel homesick. The factors demotivating employees are 
no recognition, working with bad supervisors, no equal 
opportunity, without job training and no teamwork. 

No Variables Number of 
items 

Cronbach’s 
Alpha 

1 Independent Variables 27 0.92 
2 Moderating Variables 17 0.93 
3 Dependent Variables 5 0.76 
 All items 49 0.93 

 Independent 
Variables 

Moderating 
Variables 

Dependent 
Variables 

Independent 
Variables 

1   

Moderating 
Variables 

.828** 1  

Dependent 
Variables 

.444** .430** 1 

Model R R 
Square 

Adjusted R 
Square 

Std. Error of 
the Estimate 

1 .730a .532 .520 .26995 

Model Unstandardized  
Coefficients 

Standardized  
Coefficients 

t Sig. 

B Std. 
Error 

Beta   

(Constant) 3.28 .183  17.99 <.001 

Policies .23 .041 .473 5.76 <.001 
Salary -.04 .028 -.102 -1.73 .085 
Working  
Conditions 

.12 .062 .143 1.99 .048 

Psychological .03 .030 .052 1.05 .293 
Emotional  
Intelligence 

-.51 .063 -.660 -8.17 <.001 

Job Security .55 .043 .826 12.91 <.001 
Interpersonal 
Relationship 

-.11 .046 -.161 -2.47 .014 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. 

B Std. 
Error 

Beta   

(Constant) 8.01 .733  10.94 <.001 

Independent -
1.20 

.214 -1.479 -5.60 <.001 

Moderating 
Variables 

-
1.28 

.210 -1.844 -6.11 <.001 

Integration .39 .055 3.652 7.09 <.001 
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B. Quantitative Findings 
The result from the qualitative data analysis uses 

questionnaires for the quantitative data collection. In this 
study quantitative analysis is used as the main method. 
There are 268 questionnaires distributed in the ministry. 
And, there were 267 questionnaires were returned. 

 
TABLE Ⅵ Descriptive Rating 

 
Organization factor Descriptive rating 

Organization policies Uncertain 

Salary, Compensation and Bonus Uncertain 

Working Conditions Agree 

Psychological conditions Uncertain 

Emotional Intelligence Agree 

Job Security Agree 

Interpersonal Relationship 
 

Agree 

Employee motivation Strongly Agree 
 

 
According to the descriptive rating, working 

conditions, emotional intelligence, job security, and 
interpersonal relationship factors are that the employees 
agree on the factors. The employees are uncertain about 
organization policies, salary, compensation bonuses, and 
psychological conditions factors.  

After questionnaires about the factors that influence 
employee motivation, the survey moved to examine how 
employee motivation is effective in their job, 
organization, and daily. Respondents strongly agree that 
motivation is important for organizational success and 
improvement in daily life. As for the civil servant, 
motivation can deliver better service to the public. 

Testing of the hypothesis found that organizational 
factor significantly influences employee motivation. And, 
the researcher also tested each factor of independent 
variable relationship between the employees’ motivation. 
It can be known, which factors are significant and which 
are not significant in detail tested by regression analysis. 

 
The result of hypothesis testing followed by table Ⅳ 

is as follows- 
H1: There is a significant relationship between 
organization policies on employees’ motivation because 
there was p < 0.001 which is less than 0.05. 
H2: There is no significant relationship between salary, 
compensation, and bonus on employees’ motivation 
because there was p = 0.085 which is greater than 0.05 
H3: There is a significant relationship between working 
conditions on employees’ motivation because there was p 
= 0.048 which is less than 0.05. 
H4: There is no significant relationship between 
psychological conditions on employees’ motivation 
because there was p = 0.293 which is greater than 0.05. 
H5: There is a significant relationship between emotional 
intelligence on employees’ motivation because there was 
p < 0.001 which is less than 0.05. 

H6: There is a significant relationship between job 
securities on employees’ motivation because there was p 
< 0.001 which is less than 0.05. 
H7: There is a significant relationship between 
interpersonal relationships on employees’ motivation 
because there was p = 0.014 which is less than 0.05. 
H8: Organization policies, salary compensation, and 
bonuses, working conditions, psychological conditions, 
emotional intelligence, job security, and interpersonal 
relationships statistically significantly predict employees’ 
motivation there was p < 0.001 which is less than 0.05. 

The result of the testing hypothesis supported the role 
of moderating variables that can modify the relationship 
between organizational factors and employees’ 
motivation. According to the findings, the employees’ 
motivation is supported by the moderating variable i.e. 
recognition, achievement, responsibility, and training.  

VI. CONCLUSION 
According to the interview results, most of the 

employees feel motivated when they have a good 
relationship with colleagues and supervisors, 
opportunities for career development, good working 
conditions, good organization policies, equal opportunity, 
and serving abroad as diplomats.  And, employees also 
want to know feedback on their work. During the 
interview, the employees who serve in Naypyitaw 
responded they want to work near their families and they 
feel homesick. The factors demotivating employees are 
no recognition, working with bad supervisors, no equal 
opportunity, job training, and no teamwork.  

The questionnaires for the quantitative were 
conducted to the results of the interview qualitative data. 
In this paper, the quantitative data was used random 
sampling method and focused on 267 employees of the 
Ministry of Foreign Affairs and collected survey 
questionnaires. Testing of the hypothesis found that 
organizational factor significantly influences employee 
motivation. And, the researcher also tested each factor of 
the independent variable relationship between the 
employees’ motivation. 

VII. RECOMMENDATION 
Organizations must practice the policy and also need 

to provide good administration to all employees. It would 
especially like to recommend practicing equal gender 
equality and equal opportunity. Organizations need 
to determine the right individuals to select for public 
sector jobs and motivate them to perform well. It is 
suggested that creating a good working environment for 
employees can impact employees’ motivation. It is 
needed to allow employees to openly discuss the job 
problem. The employees working at Naypyitaw replied 
inconvenient for them because of being away from 
family. So, organizations should practice rotating the 
place for them and giving them leave as the 
organization's policy.  

Furthermore, working under pressure is demotivating 
and lacks enthusiasm. Thus, it is recommended for 
organizations to implement job rotation in order to keep 
the employees’ interest and satisfaction with 
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work. Support for employee well-being can contribute to 
a sense of job security. Discuss the prospect of contract 
work with employees. This gives employees some hope 
of continued employment. Create opportunities for teams 
to bond each employee shares one thing about a team 
member they appreciate so that employees don’t feel 
alone and are able to connect with their colleagues.  

It suggests that the motivation of employees can be 
achieved through the empowerment of employees. It 
indicates that the employees would like to be involved in 
the freedom to use their own judgment and the existence 
of a mutual connection between the employees and the 
organization. Therefore, engaging in meetings and 
discussions and letting them know that their ideas and 
contributions are listened to and appreciated, gives them 
space and opportunities for their idea. Sufficient training 
programs and feedback systems are necessary to be 
included not only to provide employees with adequate 
knowledge and skills to do the work but also to improve 
working environments, techniques, quality, and career 
development. Prefer recognition of well-done work and 
opportunities to grow and become promoted are effective 
for motivation. Practicing fair organization is one of the 
factors that support motivation.  

 Finally, the motivation of employees can be 
influenced by many factors. Employees’ motivation is 
important in the government sector. An organization with 
motivated employees contributes to success and 
development. In the government sector, motivated civil 
service personnel can deliver better service to the public.  

VIII. FUTURE RESEARCH RECOMMENDATION 
This study employed a mixed-method approach to 

study the motivation of government employees in 
MOFA. The impact of employee motivation from the 
factors explored in this study offers much room for 
further research, particularly in the public sector. This 
thesis included employee data only from the Head office 
and Yangon branch of MOFA. The study also looked at 
the data from head office and Yangon branch surveys. 
Future studies should be conducted on the employees 
from other ministries. Results can then be compared with 
this study, which enhances the knowledge and 
understanding of the public sector of employees’ 
motivation. 
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Abstract— Acquiring AI literacy is crucial for empowering 
individuals to engage intelligently and responsibly with generative 
AI, a technology that is increasingly pervasive in creative domains 
and daily life. This innovative tool can create images and content 
based on natural language descriptions, unlocking a world of 
creative possibilities. Recognizing the significance of young 
learners' interaction with generative AI in today's tech-driven 
world, this study explores how it shapes their creativity, problem-
solving, and critical thinking skills. The study involved a user 
workshop with 15 high school students from Northern Thailand, 
utilizing both quantitative and qualitative analyses to assess their 
experience with generative AI in creating creative content. The 
workshop was conducted online, providing young learners with 
basic knowledge of AI and generative AI. Participants were 
introduced to three free-to-use applications - Canva for graphic 
design, ChatGPT as an AI chatbot, and Leonardo.AI for 
generating production-quality assets for creative projects. The 
findings from the workshop highlighted positive perceptions and 
high usability among young learners interacting with generative 
AI. The insights gained from the study emphasized five key 
aspects, namely providing inspiration and encouraging creative 
thinking, enabling iteration and experimentation, promoting 
accessibility, fostering collaboration, and facilitating skill 
development. Understanding generative AI and its responsible use 
is becoming increasingly important in today's world. By 
embracing generative AI, young learners can explore new avenues 
of art creation, content generation, and idea expression, thus 
fostering digital literacy and equipping them with essential skills 
to navigate an AI-driven future. This research contributes 
valuable insights into the significance of generative AI literacy 
among young learners, emphasizing the need to integrate AI 
education into curricula to prepare students for an AI-dominated 
world. 

Keywords—Generative AI, AI literacy, HCI, Child AI 
Interaction 

I. INTRODUCTION  
The rapid advancements in computing power, abundant 

data availability, and enhanced machine learning algorithms 
have driven significant progress in Artificial Intelligence (AI) 
[1]. As AI technologies become increasingly integrated into 
our daily lives, including virtual assistants and real-time 
search systems, there is a  growing interest in educating the 
public about AI [2]. Recognizing the concerns and 
misconceptions surrounding AI, it is crucial to incorporate AI 
education into educational curricula[3,4]. This approach will 
provide individuals with a holistic understanding of AI's 

capabilities, limitations, and societal implications, enabling 
them to navigate the AI-driven world responsibly, make 
informed decisions, and actively contribute to the future 
development and utilization of AI [5]. 

The recent rise of generative AI tools, like Dall.E, Stable 
Diffusion, and ChatGPT, has opened up new possibilities for 
individuals to create imaginative stories, images, videos, and 
animations. These AI systems, such as Stable Diffusion, 
Dall.E 2, and Midjourney, allow people to utilize the power 
of AI in their creative endeavors [6]. In the creative sector, 
the adoption of AI has been hindered by concerns about 
replicating human creativity and technological limitations. 
However, a  recent survey by Adobe reveals that artists are 
increasingly open to using AI as assistants, particularly for 
tasks like image search and editing[7]. According to an 
Adobe survey across 14 countries, consumers believe 
generative AI will enhance personal creativity (57%), 
improve customer experiences (72%), and expect responsible 
usage. Marketing professionals see it as a  tool to boost 
efficiency, personalize experiences, and generate content 
faster. The findings highlight a  promising future for 
generative AI, emphasizing the importance of brands 
utilizing it responsibly to meet customer expectations [8]. 
This acceptance highlights the growing recognition of AI as 
a tool that supports and augments human creativity in specific 
domains rather than replacing it entirely. 
 

The future creative economy will require youth to have a 
variety of skills and knowledge that can help them adapt to 
the changing digital landscape. To achieve this, youth need to 
constantly learn about the latest digital innovations and how 
they can use them effectively. This involves acquiring both 
hard skills and soft skills that are relevant for the digital age 
[3]. Hard skills are the technical skills that enable youth to 
interact with digital technologies, such as digital literacy and 
AI literacy. Digital literacy is the ability to access, evaluate, 
create, and communicate information using digital devices 
and platforms. AI literacy is the ability to understand, use, 
and critically evaluate artificial intelligence applications and 
systems. Soft skills are the interpersonal and cognitive skills 
that enable youth to collaborate, communicate, think 
critically, and solve problems in complex and uncertain 
situations [3,6,9].  
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The objective of this study is to investigate how young 

learners utilize and perceive generative AI, as well as to 
determine the ways in which generative AI can facilitate their 
exploration of creativity. 

These are the research questions that will be addressed. 
• How do youg learners use and think about 

generative AI? 
• How can generative AI help learners explore their 

creativity? 

II. LITERATURE REVIEW 

A. An overview of AI and Generative AI 
Artificial Intelligence (AI) uses various data sources to 

make decisions, recognize patterns, and learn statistics. It was 
first introduced by John McCarthy in 1956 and has since 
become a major force in many mainstream technologies [10]. 
AI has been successful in speech recognition, medical 
diagnosis, autonomous vehicles, and voice-activated 
assistants like Alexa, Siri, and Google Assistant. Additionally, 
AI has been invaluable in industrial process monitoring, fault 
detection, forecasting, and improving healthcare treatments 
[11]. AI has shown its ability to analyze human behavior and 
social interactions at advanced levels by closely observing 
conversations and actions. It has also been effectively applied 
to address socially significant issues such as homelessness and 
has shown promise in predicting natural events. Governments 
worldwide have recognized the potential of AI as a crucial 
catalyst for driving economic growth and fostering social 
progress. The transformative impact of AI on various sectors 
underscores its importance as a powerful tool for shaping a 
better future [12]. 

Generative AI is a  subset of AI that creates new content 
based on learned patterns from its training data. It employs 
machine learning algorithms, such as Generative Adversarial 
Networks (GANs) and Variational Autoencoders (VAEs), to 
generate original and realistic content, such as images, text, 
and music, resembling examples it was trained on [13]. 
Diffusion models are a type of generative AI that use Gaussian 
noise to train a neural network to recover the original data. 
This results in the synthesis of high-quality images and 
surpasses GANs in terms of image fidelity. DALL-E 2 and 
Midjourney are platforms that predominantly use text-to-
image generation as the main means of user interaction with 
diffusion models [14,15]. Unlike traditional AI, which is 
designed for specific tasks, generative AI is capable of 
producing novel and creative outputs. [16]. Ongoing research 
is being conducted to find solutions for these challenges and 
promote responsible development.  

B. Image Generative AI Platforms 
Leonardo.AI [17] offers a  superior AI image generation 

experience with its user-friendly interface, diverse range of 
features, and cost-effective free forever option. Accessible 
through its own web app, Leonardo.AI eliminates the need 
for third-party platforms like Discord, making it easily 
accessible to users. The platform's intuitive design allows for 
quick customization of 3D creations, transforming them into 
stunning visuals effortlessly. With features like AI Canvas, 
Texture Generation, and the ability to upload custom images 
for personalized models, Leonardo.AI empowers users to 

unleash their creativity. Its faster image generation, 
additional tools like background removal, and prompt 
generation further enhance its appeal, making Leonardo.AI a 
top choice for professionals and enthusiasts alike. 
 

In the comparison between MidJourney [18] and 
Leonardo.AI, both AI-driven tools excel in generating 
stunning images for digital art and design. MidJourney is 
known for its colorful and intricate designs, while 
Leonardo.AI stands out with its sleek and modern aesthetic. 
Both platforms offer similar features for businesses, but 
Leonardo.AI gains an edge with its automatic email replies 
and comprehensive analytics. Additionally, Leonardo.AI 
provides a free forever option, making it more accessible than 
MidJourney, which has discontinued its free plan [19,20,21]. 
Furthermore, Leonardo.AI's user-friendly design and a 
comprehensive range of features, including AI Canvas and 
Texture Generation, set it apart from MidJourney [22]. As a 
result, Leonardo.AI emerges as the preferred choice, offering 
superior value, accessibility, and overall user experience for 
AI image generation. 

 

C. AI Literacy 
AI literacy for youth is a  crucial skill that can help them 

thrive in the digital age. AI is becoming more ubiquitous and 
impactful in various domains of life, such as education, 
health, entertainment, and social media. Therefore, young 
people need to be able to understand, use, and critically 
evaluate artificial intelligence applications and systems [6,9]. 
Acquiring AI literacy entails understanding both the technical 
and ethical dimensions of AI. It involves comprehending how 
AI operates, recognizing its limitations, and understanding its 
potential benefits and risks. Moreover, AI literacy equips 
individuals with the knowledge to make informed and ethical 
decisions when using or creating AI. It fosters creativity and 
innovation by harnessing AI as a valuable tool [6]. 
Additionally, AI literacy empowers youth to actively engage 
in democratic processes and discussions concerning AI's 
impact on society. Through AI literacy, young individuals 
can enhance their personal growth and contribute 
meaningfully to the progress of society as a whole [23]. 
 

AI literacy is the ability to comprehend and interact with 
AI. It has three main elements that help individuals learn 
about AI. The first element is to know the basics of AI, such 
as what it is, how it works, and what techniques it uses. The 
second element is to be aware of how AI affects our daily 
lives and society. The third element is to go beyond just using 
AI tools in education and to have a wider perspective on AI's 
consequences [3]. AI literacy enables individuals to develop 
the skills to critically assess AI technology, communicate 
effectively with AI systems, and recognize AI applications. 
This knowledge prepares individuals to cope with the AI-
driven world and make informed choices about AI's benefits 
and challenges [3,23]. 
 

III. METHODS 
To collect feedback from young learners using generative 

AI, the generative AI workshop was conducted online via the 
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Texture Generation, and the ability to upload custom images 
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generation further enhance its appeal, making Leonardo.AI a 
top choice for professionals and enthusiasts alike. 
 

In the comparison between MidJourney [18] and 
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stunning images for digital art and design. MidJourney is 
known for its colorful and intricate designs, while 
Leonardo.AI stands out with its sleek and modern aesthetic. 
Both platforms offer similar features for businesses, but 
Leonardo.AI gains an edge with its automatic email replies 
and comprehensive analytics. Additionally, Leonardo.AI 
provides a free forever option, making it more accessible than 
MidJourney, which has discontinued its free plan [19,20,21]. 
Furthermore, Leonardo.AI's user-friendly design and a 
comprehensive range of features, including AI Canvas and 
Texture Generation, set it apart from MidJourney [22]. As a 
result, Leonardo.AI emerges as the preferred choice, offering 
superior value, accessibility, and overall user experience for 
AI image generation. 

 

C. AI Literacy 
AI literacy for youth is a  crucial skill that can help them 

thrive in the digital age. AI is becoming more ubiquitous and 
impactful in various domains of life, such as education, 
health, entertainment, and social media. Therefore, young 
people need to be able to understand, use, and critically 
evaluate artificial intelligence applications and systems [6,9]. 
Acquiring AI literacy entails understanding both the technical 
and ethical dimensions of AI. It involves comprehending how 
AI operates, recognizing its limitations, and understanding its 
potential benefits and risks. Moreover, AI literacy equips 
individuals with the knowledge to make informed and ethical 
decisions when using or creating AI. It fosters creativity and 
innovation by harnessing AI as a valuable tool [6]. 
Additionally, AI literacy empowers youth to actively engage 
in democratic processes and discussions concerning AI's 
impact on society. Through AI literacy, young individuals 
can enhance their personal growth and contribute 
meaningfully to the progress of society as a whole [23]. 
 

AI literacy is the ability to comprehend and interact with 
AI. It has three main elements that help individuals learn 
about AI. The first element is to know the basics of AI, such 
as what it is, how it works, and what techniques it uses. The 
second element is to be aware of how AI affects our daily 
lives and society. The third element is to go beyond just using 
AI tools in education and to have a wider perspective on AI's 
consequences [3]. AI literacy enables individuals to develop 
the skills to critically assess AI technology, communicate 
effectively with AI systems, and recognize AI applications. 
This knowledge prepares individuals to cope with the AI-
driven world and make informed choices about AI's benefits 
and challenges [3,23]. 
 

III. METHODS 
To collect feedback from young learners using generative 

AI, the generative AI workshop was conducted online via the 

Zoom Meeting application and lasted for three hours. The 
workshop aimed to provide basic knowledge of AI and 
generative AI. Generative AI can synthesize new data such as 
images, text, or music. The workshop covered applications 
that can be used for generating artwork, designing new 
products, and creating virtual characters. The workshop 
introduced three free-to-use applications including Canva, 
ChatGPT, and Leonardo.AI (Fig.1). Canva is a  free graphic 
design tool that lets you create visual materials like flyers, 
posters, presentations, and videos using templates, images, 
and a drag-and-drop interface. ChatGPT is an AI chatbot that 
uses machine learning algorithms to analyze and understand 
written or spoken language and then generate responses based 
on that input. Leonardo.AI is a  platform based on the Stable 
Diffusion Model that allows users to generate production 
quality assets for their creative projects with AI-generated 
speed and style-consistency. Users can create visual assets 
like items, environments, helmets, buildings, and concept art 
using pre-trained AI models or train their own. 

 

 
Fig. 1. Interface of AI generative platforms: Canva (a) ChatGPT (b) and 
Leonardo.AI (c) 

After the workshop, a  quantitative survey was conducted 
using a questionnaire distributed through a Google Form to 
collect data from the participants. The survey was conducted 
using an online questionnaire, which included a combination 
of questions with predefined answer choices as well as 
questions that allowed respondents to provide open-ended 
responses. Before participating in the survey, respondents 
were provided with an informed consent form that outlined 
the purpose and procedures of the survey. The survey 
consisted of demographic questions along with five research-
related inquiries specifically aimed at gathering reflections on 
the utilization of generative AI. Additionally, qualitative 
study was conducted with a focus group online session to 
gather their reflections and perceptions regarding the use of 
AI generative applications. The purpose of this session was 
to obtain valuable insights into how users perceive and 
interact with these applications. 

IV. RESULTS AND DISCUSSION 

A. Exploring Young Learners' Perceptions and Skills in 
Using Generative AI 

Fifteen young participants, consisting of 13 boys 
(86.7%) and 2 girls (13.3%) aged 16 to 18 years, voluntarily 
enrolled in our workshops and completed the questionnaire. 
These students attended various schools in Chiang Rai 
province. The quantitative analysis revealed that most 
learners had a high level of computer experience, with an 
average score of 3.60 (SD = .83). Notably, their knowledge 
and skills significantly improved after participating in the 
workshop (t(14) = 4.836, p < .001), as reflected in a post-
workshop mean of 4.27 (SD = .59), compared to the pre-
workshop mean of 2.87 (SD = 1.30). 

 
In terms of perception, the young learners displayed a 

positive outlook towards generative AI. They believed that 
AI had the capability to generate creative content and images 
while assisting creators (M = 4.53, SD = .64). Furthermore, 
they acknowledged the importance of AI literacy and 
possessing knowledge about generative AI (M = 4.60, SD = 
.63). However, concerns regarding potential negative impacts 
of AI were also evident, particularly in relation to job 
displacement for creators (M = 3.53, SD = 1.302) and 
potential harm to humans in the future (M = 3.27, SD = 1.28). 
 

The learners' usability of the web-based generative AI 
platform (Leonado.AI) for image creation using prompts was 
evaluated based on five components of usability. The survey 
findings revealed that learners expressed a high level of 
satisfaction with the platform (M = 3.53, SD = 1.302) and 
demonstrated the ability to successfully complete basic tasks 
during their initial use (M = 4.07, SD = .799). Additionally, 
they exhibited proficiency in reestablishing their skills upon 
returning to the platform after a  period of non-use (M = 4.20, 
SD = .775), and they quickly learned how to perform tasks 
(M = 4.07, SD = .799). However, some learners encountered 
errors while using the platform or experienced difficulty in 
recovering from those errors (M = 3.00, SD = 1.414). 
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B. Reflections on the use of generative AI: How can 
generative AI help learners explore their creativity? 
To explore how learners engage with generative AI 

platforms, an interview and card sorting session were 
conducted. The card sorting technique [24,25,26], commonly 
used in user experience design, helped categorize and gather 
information from the interviews. This approach allowed for a  
comprehensive overview of reflections specifically related to 
the use of generative AI platforms in generating creative 
content and images. The five findings from this study (Fig.2) 
will provide valuable insights to deepen our understanding of 
the subject and contribute to its overall comprehension. 

 

 
Fig. 2. Five reflections on the use of generative AI 

 
1) Providing inspiration and encouraging creative 

thinking. 
Generative AI tools can help learners generate fresh ideas 

and ignite creativity across various domains. By establishing 
connections between different ideas and producing entirely 
new concepts, these tools can help learners input diverse 
inputs or prompts, and the AI algorithms will use 
sophisticated techniques to explore the possibilities and 
generate novel outputs. These outputs can encompass a wide 
range of creative outputs, such as images, text, or even 
business ideas. The process of connecting different ideas is a  
fundamental aspect of generative AI. By combining unrelated 
concepts, the AI algorithms can discover associations and 
resemblances that humans may not have initially considered. 
Participant 2 stated “This AI-generated image is like nothing 
I've seen before! It's out of this world...Even though I'm not 
an artist, I can create stunning images and make my own 
artworks with this AI tool. It's like having a whole new world 
of creativity at my fingertips!" This capability allows for the 
exploration of uncharted territories, enabling learners to 
break free from conventional thinking patterns and embrace 
innovative approaches. Moreover, generative AI tools offer a  
fresh perspective by presenting learners with outputs that are 
often unexpected or unconventional. These outputs can 
challenge preconceived notions and provide alternative 
viewpoints, inspiring individuals to think outside the box and 
approach problems from different angles. Participant 5 
expressed "I was given some key words to mix up a bird and 
a cat, and what I ended up seeing was this totally new 
creature I never even dreamed of! It was way beyond 
anything I could've imagined, and it just got me all excited 

and creative. Like, who would've thought generative AI could 
do something like that, right?" This potential expands 
creative possibilities, providing learners with new sources of 
inspiration. 

 
2) Enabling Iteration and Experimentation 
Learners can quickly and easily explore a variety of 

options and styles. These tools provide the ability to generate 
multiple variations of outputs based on different inputs or 
prompts. This rapid exploration allows learners to experiment 
with different creative choices, such as colors, shapes, or 
compositions, and observe how they impact the final result. 
Participant 10 said “You won't believe what this AI tool can 
do for my iPhone case designs! It's like magic – I can 
regenerate different styles and patterns for my mockups in no 
time...I can now create endless possibilities for my iPhone 
case designs effortlessly!” By offering a wide range of 
possibilities, generative AI tools empower users to iterate and 
refine their creative work. Learners can try out different 
styles, explore various combinations, and make adjustments 
until they achieve the desired outcome. This flexibility and 
ease of experimentation enable artists and creators to push the 
boundaries of their work, discover new artistic directions, and 
refine their artistic vision. 
 

3) Promoting Accessibility 
Generative AI involves developing user-friendly tools 

that cater to learners with diverse backgrounds. Participant 12 
said "I'm not a gamer or a computer geek at all, and I had 
zero knowledge about AI. But guess what? These AI tools 
were so user-friendly that I got the hang of it in no time! The 
interface was a breeze to navigate, and I quickly learned how 
to create my first image just by using some simple keywords. 
It was like magic!" These tools are designed to be intuitive 
and require minimal technical expertise, making them 
accessible to a wide range of users. By prioritizing 
accessibility, generative AI provides an inclusive platform 
for artists who may not have access to traditional art supplies 
or resources. Generative AI tools offer a  welcoming space for 
individuals to explore their creativity, regardless of their 
artistic background. With simplified interfaces and intuitive 
controls, these tools ensure that learners can easily navigate 
and utilize the full potential of generative AI technology. By 
making art creation more accessible, generative AI empowers 
artists to unleash their imagination and express their ideas. It 
eliminates barriers that may hinder learners' expression, 
fostering a more inclusive arts community. Participant 7 also 
shared “I'm hooked. I can't wait to keep generating these 
amazing images every single day. AI has opened up a whole 
new world of creativity for me.” The accessibility of 
generative AI democratizes creativity by offering 
opportunities to learners from various socio-economic 
backgrounds. Young learners who lack access to expensive 
art supplies or specialized training can now explore their 
artistic potential through generative AI tools, expanding their 
artistic horizons. Participant 5 implied “You know, AI has 
been a game-changer for me. Even though my family couldn't 
afford art supplies due to our humble background, I can now 
express my creativity for free! It feels like a dream come 
true!” 
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making art creation more accessible, generative AI empowers 
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fostering a more inclusive arts community. Participant 7 also 
shared “I'm hooked. I can't wait to keep generating these 
amazing images every single day. AI has opened up a whole 
new world of creativity for me.” The accessibility of 
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opportunities to learners from various socio-economic 
backgrounds. Young learners who lack access to expensive 
art supplies or specialized training can now explore their 
artistic potential through generative AI tools, expanding their 
artistic horizons. Participant 5 implied “You know, AI has 
been a game-changer for me. Even though my family couldn't 
afford art supplies due to our humble background, I can now 
express my creativity for free! It feels like a dream come 
true!” 

 

4) Fostering Collaboration 
Generative AI tools encourage young learners to 

collaborate with AI systems to enhance their creativity. By 
providing a platform for collaboration and experimentation, 
generative AI tools can help young learners develop their 
creative skills and explore new ideas. Collaborating with AI 
systems can benefit young learners by giving them 
opportunities to deepen their understanding of the creative 
process. Participant 11 stated "After diving into AI and 
understanding how prompts work, I feel like I've got a better 
grasp of how it all comes together. It's fascinating how it can 
give me answers or spark new ideas". They can learn how to 
effectively work with AI tools to achieve their artistic goals, 
leveraging the capabilities of AI systems to enhance their 
creative outputs. Through collaboration, young learners can 
also acquire new skills and techniques. Participant 3 also 
stated "I'm discovering so many things about shaping the 
answers or getting specific creative images from the AI 
system. It's not always easy to get exactly what you want, but 
I'm learning to prompt it more effectively and concisely. It's 
a learning process, but it's exciting!". Working alongside AI 
systems allows them to explore different approaches, 
experiment with various parameters, and learn from the 
outputs generated by the AI.  
 

5) Facilitating Skill Development 
Generative AI serves as a supportive tool for skill 

development in multiple areas. When using AI models, 
learners can improve their language proficiency through the 
prompts and conversations. By actively engaging with the AI, 
they can expand their vocabulary, strengthen their 
understanding of sentence structures, and develop their 
ability to articulate ideas effectively. Additionally, by 
observing and analyzing the outputs generated by generative 
AI, learners can gain valuable insights into artistic 
techniques, styles, and approaches. Participant 6 revealed 
"Since I started using AI, my English has improved so much! 
I've learned a bunch of new vocabulary that helps me create 
better prompts to get the right answers and amazing image 
outputs. It's like a double win - improving my language skills 
and unleashing my creativity with AI!".   This exposure to AI-
generated artwork or content can broaden their artistic 
horizons, inspire new ideas, and assist in refining their own 
artistic abilities. Overall, generative AI offers a  dual 
opportunity for skill development - enhancing language skills 
through interaction with AI models and refining artistic 
abilities by learning from AI-generated outputs. This 
combination of language and artistic development creates a 
rich learning experience for young learners, enabling them to 
grow and excel in both areas. 
 

 
 
 
 
 
 
 
 
 

All five key findings that offer valuable insights into how 
generative AI platforms can assist learners in exploring their 
creativity and developing essential skills are presented in 
Table 1. 

TABLE I : KEY INSIGHTS INTO THE IMPACT OF GENERATIVE AI 
ON LEARNERS 

Key Findings Description 
1) Inspiration and 
Creativity 

Generative AI sparks creativity by 
connecting diverse ideas and producing 
novel outputs, encouraging innovative 
thinking. 

2) Iteration and 
Experimentation 

Learners can quickly explore various 
creative options, empowering them to 
experiment, refine, and push the boundaries 
of their work. 

3) Accessibility Generative AI tools are user-friendly and 
inclusive, democratizing creativity for 
individuals from diverse backgrounds. 

4) Collaboration Collaboration with AI systems enhances 
learners' creative understanding and skills, 
enabling effective interaction with AI. 

5) Skill Development Generative AI supports language proficiency 
and exposes learners to artistic techniques, 
fostering growth in language and art skills. 

V. CONCLUSION AND FUTURE STUDY 
The study emphasizes the significance of AI literacy in 

empowering individuals to engage intelligently with 
generative AI. As this technology becomes increasingly  
pervasive in creative domains and daily life, it unlocks a 
world of creative possibilities, generating content based on 
natural language descriptions. The research focuses on young 
learners' interaction with generative AI and its impact on 
creativity, problem-solving, and critical thinking. Findings 
from the workshop with high school students in Northern 
Thailand reveal positive perceptions and high usability of 
generative AI. The study highlights five key aspects: 
inspiring creative thinking, enabling iteration, promoting 
accessibility, fostering collaboration, and facilitating skill 
development. Young learners can expand their horizons in art 
creation, content generation, and idea expression by 
embracing generative AI, fostering digital literacy, and 
equipping them with essential skills to navigate an AI-driven 
future. This research offers valuable insights into the 
importance of generative AI literacy among young learners, 
underlining the need to integrate AI education into curricula. 

 
Future research study could explore the long-term impact 

of generative AI literacy on students' artistic development. A 
longitudinal study could track participants' creative progress 
over time, while a comparative study might assess differences 
between traditional and AI-augmented artistic outcomes. 
Investigating the ethical implications of AI usage and 
developing responsible AI guidelines could enhance AI-
focused curricula. Additionally, understanding educators' 
role in facilitating generative AI education and exploring AI's 
potential in other creative disciplines could further enrich the 
field. These studies aim to equip students with essential skills 
for thriving in an AI-driven society and contribute to 
evidence-based strategies for fostering creativity and 
innovation. 
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Abstract—One of the specifications of the next-generation 
mobile communication is to reduce the power consumption to 
transmit the signal. Enhanced subcarrier index modulation 
(eSIM-OFDM) is a novel multicarrier modulation scheme. 
However, the eSIM-OFDM scheme degraded a little frequency 
utilization than the conventional orthogonal frequency division 
multiplexing (C-OFDM) scheme at the higher M-QAM 
modulation techniques. It has a special feature to transmit the 
signal when compared with the C-OFDM scheme. Its special 
feature increased the power efficiency and improved the bit 
error rate (BER) performance than the C-OFDM scheme. In the 
literature, the BER performance of the eSIM-OFDM scheme is 
analyzed in the additive white Gaussian noise (AWGN) channel 
and compared BER performance of the C-OFDM scheme. But 
in the literature, the BER performance of the eSIM-OFDM 
scheme and C-OFDM scheme were not evaluated in the 
multipath fading channel. Because eSIM-OFDM includes a 
special feature called inactive and active subcarriers. In this 
paper, we will evaluate the BER performance of higher order 
modulated eSIM-OFDM signal in the multipath Rician fading 
channel by using the Zadoff-Chu sequence pilot in the non-
linear mobile communication system and will compare the BER 
performance with the C-OFDM scheme. From the simulation 
results, we can see that the BER performance of the eSIM-
OFDM scheme is much better than the C-OFDM scheme in the 
multipath Rician fading non-linear channel. In this paper, 
computer simulation will evaluate the BER performance of the 
higher order modulated eSIM-OFDM scheme in the multipath 
Rician fading non-linear channel.  

Keywords— channel estimation, higher order index 
modulation, OFDM, Zadoff-Chu sequence, non-linear multipath 
fading channel  

I. INTRODUCTION  
As mobile wireless communication evolves today, the 

continuous demand for high transmission data rates, high 
spectral efficiency, and energy efficiency [1-5]. The spatial 
modulation (SM) technique [6] was developed to fulfill the 
demand for high transmission data rates, which transmitted 
additional information bits using the indices of antennas. 

Subcarrier index modulation (SIM-OFDM) [7] is an 
extension new multicarrier modulation technique where  

instead of using indices of antennas, which includes an 
additional dimension called the index of the subcarriers that 
transmitted additional information bits. In the SIM-OFDM 
scheme, spectral efficiency (SE) performance improvement 
depends on the average number of majority bit values. Still, 
the SIM-OFDM scheme improved power efficiency over the 
C-OFDM scheme by switching off some subcarriers. In the 
SIM- OFDM scheme, BER performance is analyzed by two 
conditions power reallocation policy (PRP) and power saving 
policy (PSP). The BER performance of the SIM-OFDM 
scheme using PRP improved than the PSP when compared 
with the C-OFDM scheme. Therefore, there is a trade-off 
between the power efficiency and the BER performance of the 
SIM-OFDM scheme. The BER performance of the SIM-
OFDM scheme is analyzed and simulated by transmitting the 
excess subcarriers used to convey the control information for 
correctly detecting the type of majority bit-value at the 
receiver side. This BER performance improvement will 
degrade if the kind of majority bit-value is detected incorrectly 
at the receiver side. 

To improve the spectral efficiency performance of the 
subcarrier index modulation (SIM-OFDM) scheme, 
researchers split m information bits into many subblocks and 
created different look-up tables to map the pattern of the 
subcarriers in the subblocks. The performance of many 
advanced subcarrier index modulation techniques can be seen 
in the literature review [8-10]. Although many advanced 
subcarrier index modulation (SIM-OFDM) improved SE 
performance, its BER performance will degrade if the receiver 
side incorrectly detects the state of the received subcarrier 
patterns. The BER performance of the SIM-OFDM scheme 
was improved by using enhanced subcarrier index modulation 
(eSIM-OFDM) scheme [11]. In the eSIM-OFDM scheme, one 
on-off keying bit changed two states of subcarriers in a 
subcarrier pair.  Therefore, eSIM-OFDM scheme improved 
BER performance more than the conventional SIM-OFDM 
scheme without losing the special feature of transmitting 
additional information bits using the index of subcarriers. 
Although the eSIM-OFDM scheme degrades SE performance 
a little more than the C-OFDM scheme at the higher M-QAM 
modulation techniques, it increases power efficiency and BER 
performance more than the C-OFDM scheme. In the literature 
review, the BER performance of the eSIM-OFDM scheme is 
analyzed and compared with the C-OFDM in the AWGN 
channel. But in the literature review, the compared BER 

This research was supported by King Mongkut’s Institute of 
Technology Ladkrabang. 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

324

performance of the eSIM-OFDM scheme and C-OFDM 
scheme were not evaluated in the multipath fading non-linear 
channel. We will evaluate the BER performance of the higher 
order modulated eSIM-OFDM signal and C-OFDM signal in 
the multipath Rician fading channel using the Zadoff-Chu 
sequence in the non-linear mobile communication system. 

 The rest of this paper is divided into three parts. Section II 
describes the channel estimation of the higher-order 
modulated eSIM-OFDM using the Zadoff-Chu sequence 
pilot. Section III shows the results and discussion of channel 
estimation for higher order modulated eSIM-OFDM scheme. 
Finally, section IV concludes the paper. 

II. ESIM-OFDM CHANNEL ESTIMATION SYSTEM MODEL 

A. Zadoff-Chu Sequence Pilot Generations  
The Zadoff-Chu sequences are used in 3GPP preamble 

sequence generation. The random access preambles are 
generated from Zadoff-Chu sequences with zero correlation 
zone, generated from one or several root Zadoff-Chu 
sequences by increasing the order of cyclic shift, which is 
defined in 3GPP [12]. The uth root Zadoff-Chu sequence is 
defined as in [12]. 

              ( )
( )1

,0ZC

un n
j

N
u ZCx n e n N

π +
−

= ≤ ≤                (1) 

where  is the length of the Zadoff-Chu sequence. We 
generate the lowest peak-to-average power ratio (PAPR) of 
the Zadoff-Chu sequence with a length of 128 for the pilot data 
information.       

B. eSIM-OFDM modulator 
Fig. 1 shows the traditional higher-order modulated eSIM 

modulation technique. Here eSIM modulation technique will 
be described briefly. Unlike the conventional modulator, the 
eSIM modulation technique includes an enhanced subcarrier 
index modulator (eSIM). In the eSIM modulator, the incoming 
information bits are partitioned into two parts of information 
bits. The first part of bits is called on-off keying BOOK bits, and 

 
Fig. 1. Traditional higher-order enhanced subcarrier index modulation eSIM-

OFDM scheme (M-QAM) 

the remaining part of bits is called BQAM bits. The eSIM 
modulator will change the transmitted subcarrier patterns, 
which depend on the incoming BOOK bits. In the eSIM 
modulator, if BOOK 1 bit comes, the first transmitted subcarrier 
will be activated, and the second transmitted subcarrier will be 
inactivated in a subcarrier pair. Another way is if BOOK 0 bit 
comes, the first transmitted subcarrier will be inactivated, and 

the second transmitted subcarrier will be activated in a 
subcarrier pair. Although inactivated subcarriers will not be 
used to convey the BQAM bits, the eSIM modulator is 
transmitting additional information BOOK bits using the indices 
of subcarriers, and the remaining BQAM bits are conveyed by 
the activated subcarriers. 

C. Channel Estimation of Higher Order Modulated eSIM-
OFDM Scheme 

 The block diagram of the higher-order modulated (16-
QAM) eSIM-OFDM channel estimation scheme is shown in 
Fig. 2. Here, the channel characteristics of the higher-order 
modulated (16-QAM) eSIM-OFDM will be estimated using 
the Zadoff-Chu sequence pilot in the multipath Rician fading 
channel. The BER performance of the higher order modulated 
(16-QAM) eSIM-OFDM scheme will be evaluated and 
compared with the higher order modulated (16-QAM) C-
OFDM scheme in the next section III. 

 Firstly, the serial arbitrary transmitting information bits 
are converted into parallel sequences. Then, the parallel bits 
sequences are modulated by the eSIM modulator. The higher-
order modulation technique (16-QAM) is used in the eSIM 
modulator. Then the modulator outputs the higher order eSIM 
modulated symbols. Let Xm be the higher order eSIM 
modulated symbols. Then, pilot symbol insertion is done on 
the frequency domain modulated symbols in the eSIM-OFDM 
scheme. The structure of transmitted frame formats for 
channel estimation higher order modulated (16-QAM) eSIM-
OFDM and C-OFDM with Zadoff-Chu Sequence pilot data 
information are shown in Fig. 3. Then, Inverse Fast Fourier 
Transforms (IFFT) were applied to convert the time-domain 
eSIM-OFDM symbols. The time-domain eSIM-OFDM 
symbols can be represented by the following equations. 

             
( )21

0
,0 1

j nmN
N

n m
m

x X e n N
π−

=
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where N is the number of the IFFT points. The output of IFFT 
signals is converted from parallel to serial. The time domain 
higher order modulated eSIM-OFDM symbols are inserted 
with the cyclic prefix called the guard interval (GI) to avoid 
the inter-symbol interference (ISI) from the multipath fading 
channel. In this paper, we would like to do the channel 
estimation of the higher order modulated (16-QAM) eSIM-
OFDM signal and compare it with the C-OFDM signal in the 
multipath  Rician fading non-linear channel. The time-domain  

 
Fig. 2. The block diagram of the higher order modulated (16-QAM) eSIM-

OFDM channel estimation scheme 
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Fig. 3. Structure of transmitted frame formats for channel estimation higher 

order modulated (16-QAM) eSIM-OFDM and C-OFDM with Zadoff-
Chu pilot data information  

serial transmitted eSIM-OFDM signal passes through the 
solid-state power amplifier (SSPA). The SSPA power 
amplifier is a well-known power amplifier to evaluate the 
performance of the non-linear channel, which can be seen 
from the literature review [13]. 

The output of the SSPA power amplifier can be represented 
by the following equation, as in [13].  

                            ( ) ( ) ( ).u t s t G s t =                              (3) 
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and the related non-linear transformation: 
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where ( )u t  is the amplified signal, [ ]G is the amplifier 
gain, A0 is the saturating amplitude, K1 is the small-signal 
gain, s(t) is the complex envelope of the SSPA input signal, r  
is a parameter that controls the smoothness of the transition 
from the linear region to the saturation region, is typically 
set to zero, meaning SSPA adds no phase distortion [13]. 

The output signal of the SSPA power amplifier is filtered 
with the multipath Rician fading channel. The components of 
the sample rate channel model are 1*106, path delays are [0 
0.5 1.2]*10-6, average path gains are [0.1 0.5 0.2], K-factor is 
2.8, direct path Doppler shift is 5, direct path initial phase is 
0.5 and maximum Doppler shift is 50. The channel-filtered 
signal is added with the additive white Gaussian noise 
(AWGN). 

The received time-domain higher order modulated (16-
QAM) eSIM-OFDM signal can be represented by using 
equation (7). 

                         
1
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L

n n n l n
l

y h u w
−

−
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= +                        (7) 

where L is the number of multipath, hn is the time-domain 
channel impulse response, and wn represents noise. Then GI 
is removed from the received time-domain higher order 

modulated (16-QAM) eSIM-OFDM signal and convert it 
from serial to parallel. After that, the Fast Fourier Transform 
(FFT) is applied to the received time-domain eSIM-OFDM 
symbols. The frequency-domain eSIM-OFDM symbols can 
be represented by the following equation (8). 
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Before demodulation, the channel effects can be 
estimated by using the Least-Square (LS) channel estimation 
method. The LS method [14], [15] divides the received 
frequency domain pilot data information by the known 
pattern pilot data information at the receiver side. Then the 
preamble symbol is removed from the received eSIM-OFDM 
symbols. Then the data channel is compensated by the 
channel effects using the equalization method. Finally, the 
equalized signal can be represented by the following 
equation, as in [15]. 

                               1
eqX H Y−

=                               (9) 
After equalization, the equalized frequency domain 

eSIM modulated symbols are demodulated by the eSIM 
demodulator using a higher-order demodulation technique 
and converted from parallel to serial. Finally, the serial data 
output is reconstructed.  

III. RESULTS AND DISCUSSION OF CHANNEL ESTIMATION FOR 
HIGHER ORDER MODULATED ESIM-OFDM 

Computer simulations have been done to evaluate the BER 
performance of the higher order modulated (16-QAM) eSIM-
OFDM and C-OFDM schemes in the same multipath Rician 
fading non-linear channel. The simulation parameters are 
shown in table I. In order to fairly compare eSIM-OFDM with 
C-OFDM on a power-per-bit basis, each active subcarrier 
should receive the energy of its M-QAM symbol and 
additional energy to account for the bit encoded in the carrier 
states. Fig. 5. Shows the comparisons between BER versus 
SNR of channel estimation 16-QAM, eSIM-OFDM and 16-
QAM, C-OFDM using Zadoff-Chu sequence pilot at different 
non-linear operating points input back off (IBO) is 0dB, -2dB, 
-4 dB and -6dB. 

Fig. 5 shows the BER performance of channel estimation 
higher order modulated 16-QAM, eSIM-OFDM and 16-
QAM, C-OFDM simulation results of ideal equalization 
(Ideal-Eq) and the zero forcing equalization (ZF-Eq) results. 
From the simulation results, the BER performance of C-
OFDM is worse than eSIM-OFDM when the SNR is reached 
in the SNR higher region. From Fig. 5, we can observe that  

TABLE I.  SIMULATION PARAMETERS 

Information eSIM-OFDM C-OFDM 

Pilot Sequence Zadoff-Chu, OFDM 
Modulation technique 16-QAM 

Frame length (L-symbol) 20 

Number of IFFT points (Nfft) 
128 

Number of subcarriers (N) 128 

Number of the guard interval (Ng) 16 

Input back off, IBO (dB) 0,-2,-4, and -6 
SSPA, r 2 
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Fig. 5. Comparisons between BER vs. SNR of 16-QAM, eSIM-OFDM, and 

16-QAM, C-OFDM using Zadoff-Chu sequence pilot IBO=0dB, -2dB, 
-4dB, and -6dB 

the BER performance of channel estimation 16-QAM, eSIM-
OFDM scheme is better than the 16-QAM, C-OFDM in all 
non-linear operating points (IBO) is 0dB, -2dB, -4dB, and -
6dB. The BER performance of the channel estimation 16-
QAM, eSIM-OFDM scheme is a better improvement than the 
C-OFDM scheme when decreasing IBO values 0dB, -2dB, -
4dB, and -6dB. 

 There are two main reasons about the BER performance 
of higher order modulated eSIM-OFDM is better than the C- 
OFDM scheme in the same multipath  Rician fading channel 
conditions. The first one is we generate the lowest PAPR of 
the Zadoff-Chu pilot data information, which avoids the inter-
modulation noise of the non-linear power amplifier. This will 
improve the estimation of channel frequency response (CFR) 
accuracy. The second one is eSIM-OFDM has a special 
feature that switches off some subcarriers in the transmitted 
subcarriers which will improve the power efficiency. The 
BER performance of channel estimation higher order 
modulated (16-QAM), eSIM-OFDM is better than the BER 
performance of channel estimation higher order modulated 
(16-QAM), C-OFDM in all different non-linear operating 
points IBO=0dB, -2dB, -4dB and -6dB. 

IV. CONCLUSION 
 This paper uses conditions to show the high-QAM 
modulated signal performances in the multipath fading 
channel with a non-linear amplifier between the eSIM-OFDM 
and C-OFDM systems. The Zadoff-Chu sequence pilot was 
employed in both systems by varying the different non-linear 
operating points of the power amplifier. From the simulation 
results, we can observe that the BER performance of the 
eSIM-OFDM system is better than the BER performance of 
the C-OFDM system at all different non-linear operating 
points IBO=0dB, -2dB, -4dB, and -6dB. Because of the high 
QAM usually has small robustness for the multipath fading 
and the intermodulation noise in the non-linear amplifiers. 
However, the eSIM-OFDM systems have a better power 
efficiency than the C-OFDM systems, which conduct an 
improved tolerance for multipath fading and intermodulation 
noise. These simulation results clearly show the power 
efficiency of the 16-QAM of eSIM-OFDM systems brings the 

BER performance better than the 16-QAM of C-OFDM 
systems for all the operating points of the non-linear amplifier. 
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Abstract— High-frequency surface wave radar (HFSWR) 
has been proven as a long-range sensor for estimating the sea 
state. The coupling between radar wave and dynamic sea 
surface produces the Bragg components in the Doppler space 
of received signals. These components contain the sea-state 
information, which can be extracted by using an inversion 
algorithm. However, the dense traffic and any natural 
phenomena on the HF spectrum cause the received signal to 
be mixed up with clutters and interference, sometimes 
overlap in time, frequency, and Doppler domain. This 
research considered the discrete wavelet transformation 
(DWT) to decompose the radar signal and highlight the 
Bragg peaks. The choice of mother wavelet highly influences 
the wavelet. Thus, the scrutiny was initialized by selecting the 
mother wavelet as reported in this paper.  The results show 
the 6-order Daubechies (db6) and 3-5 pairs of biorthogonal 
(bior3.5) functions at level 3 of DWT can detect the proper 
position of Bragg peaks. 

Keywords— Discrete wavelet transform, peak 
detection, HF radar, Doppler spectra, mother wavelet 
selection. 

I. INTRODUCTION 
High-frequency surface wave radar (HFSWR) is a long-

range, low-cost, multi-purpose sensor for sea monitoring 
and surveillance. It can continuously estimate the sea state 
and detect objects on the sea surface, such as ships, low-
altitude aircraft, icebergs, etc. [1]. 

 The unique propagation phenomenon in the HF band is 
the coupling between the radar signal and the sea surface. 
The interaction between radar and sea waves generates a 
constructive back-scattering to the receiver. The dynamic 
motions of the sea surface construct the Bragg components 
in the Doppler map of the radar receiver [2]. These 
components have frequency and amplitude influenced by 
the sea state, such as wind, surface current, wave height, 
etc. Therefore, the sea state can be estimated from the 
Bragg characteristics by using inversion algorithm [3].  

However, the radar receiving signal does not merely 
contain the sea scattering. It is also contaminated by 
scattering signals from other objects on the sea. In addition, 
it is also contaminated by ionospheric clutter and radio 
frequency interference [4]. This first term is caused by the 
natural characteristic of the HF signal to be reflected by the 
ionosphere layer. The second one is generated by a man-
made long-range communication system [5]. Therefore, the 

radar signal processing has to distinguish the Bragg 
components among the clutter and interferences. 

Taking advantage of extended range coverage, the 
HFSWR is also developed to detect and track ships [6]. In 
this case, the Bragg components become the clutter in the 
detection process and are called sea clutter. Again, the 
signal processing has to separate the ship signal from the 
sea clutter and other interferences. 

The radar signal processing for sea state estimation and 
ship detection deals with the mixed signal. The wanted 
signals must be extracted from the composite signals, so 
that the signal decomposition may be essential in the 
HFSWR signal processing.  

The wavelet transform is a powerful mean for signal 
decomposition especially for the non-stationary signals. It 
has been applied in various fields, such as for denoising and 
peak detection [7]. Jangal et al. introduced the wavelet 
transform into the signal processing of HFSWR [8]. He 
applied DWT and concluded that the ship scattering signal 
can be distinguished from the sea clutter. After signal 
decomposition by wavelet, it continues with automatic ship 
detection such as fuzzy algorithm [9], principle component 
analysis (PCA) [10], etc. The wavelet transformation is also 
employed to mitigate the ionospheric clutter by combining 
it with an oblique projection filter [11].   

Although the wavelet transformation is widely used for 
ship detection on HFSWR, it has less attention in the signal 
processing for estimating oceanic parameters. Wang et al. 
have tried to utilize the wavelet transform to detect the 
position of the Bragg peak in the presence of high and close 
interference [12]. In his work, the mother wavelet 
daubechies order 4 (db4) was chosen to work on 4 levels of 
DWT decomposition. After the decomposition process, the 
first order Bragg peak was localized in the level detail 
component and detected by the independent component 
analysis (ICA) method. The proposed technique has been 
implemented in selected empirical HF radar data and gave 
a good result. However, there is no further investigation for 
this kind of method. 

Motivated by the promising result of Wang’s method, 
further research on the implementing of wavelet transform 
for estimating the sea state is reinvestigated in our study. 
The empirical data in previous work is changed to the 
analytical data, which reduce uncertainty and unknown 
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component in the measured data. The Bragg components 
are generated by the mathematical formulation of sea radar 
cross-section (RCS) [13], and the interference is modeled 
as the ship reflection [14]. The use of analytical data can 
reduce the data uncertainty, control any considered signal 
components, and provide reproducible data.  

This paper proposes selecting the appropriate mother 
wavelet and decomposition level to highlight the Bragg 
peak components on the analytical data of Doppler spectra 
for the HFSWR signal. The accuracy detection of first-
order Bragg peak is evaluated with interference close to the 
peak location. For this purpose, a proper mother wavelet 
function is proposed as a novel contribution to current 
works. 

II. RESEARCH METHODOLOGY  
The main task of oceanographic radar is detecting the 

Bragg peaks to be used for estimating the sea state. Since 
the radar signal is a mixture of various components, signal 
decomposition is required to localize the Bragg and ease the 
detection process. This research aims to achieve this 
purpose by employing the wavelet transform. An 
appropriate mother wavelet must be chosen to localize the 
wanted signal.  

Fig. 1 shows the research procedures. It is initiated by 
generating the input signal using the sea radar RCS model 
and the interference signal from the ship, continuing by 
decomposing the radar signal without interference. Various 
types of mother wavelet are tested to selesct the appropriate 

one. It is worth noticing that the indicator for selection is 
specific in this case. Instead of getting the lowest 
reconstruction error or the highest entropy, the properness 
of the mother wavelet is the existence of a reconstructed 
signal that contains the first Bragg peak in the proper 
location. Since the input signal is theoretical data, the exact 
position of the Bragg peak is obviously known. 

After a proper mother wavelet is obtained, the process 
is continued by decomposition of the mixture between the 
Bragg peak and interference. 

This work considers the HFSWR with the specification 
as listed in Table 1. In this case, the analysis is applied on a 
single radar patch. Thus, only the required parameters are 
described in the table.  

III. MATHEMATICAL MODELING   
This section describes the mathematical model of 

signals and briefly explains the wavelet transform. The 
signal consists of the sea scattering signal generated by sea 
RCS and the interference by using the ship scattering 
signal. 

A. Sea radar cross-section  
The interaction between radar signal and dynamic sea 

surface produces the Bragg components with a unique 
pattern in the Doppler spectrum. It is generally expressed 
by the sea radar cross-section (RCS) σ. 

    ,      (1) 

where σ1 and σ2 are first and second-order Bragg 
components, respectively. This work considers the RCS 
model for HF radars with a frequency-modulated 
continuous wave (FMCW) waveform [13]. The first-order 
Bragg components are generated by a single scattering of 
radar signal by the dynamic sea surface. The first order RCS  
is expressed in the Doppler domain ωd as follows 
   16Δ 
         ∑  .

√  
   2 ,  (2) 

where k0 is the wave number of the radar signal, Δ is the 
radial-range resolution of radar, and g is earth gravity. 
S1(mK) is the Pierson-Moskowitz model of the ocean wave 
with K is the directional wave number of sea wave and K is 
the non-directional wave number in the inward direction to 
the radar position.  Lastly, the Sa[ ] is the sinc function.  

The second-order RCS is caused by the double 
scattering of radar by the dynamic rough sea surface. It can 
be expressed as follows [13] 

 

 
Fig. 1. Procedure for selecting a proper mother wavelet for Bragg 

peak detection. 

TABLE I.  RADAR SPECIFICATION IN THE 
SIMULATION. 

Radar Parameters Descriptions 
Center frequency (fc) 25 MHz 

Waveform FMCW 
Chirp repetition frequency (fr) 2 Hz 

Bandwidth (B) 100 kHz 
Range resolution  (∆ρs) 1.5 km 

Coherent integration time 512 s 
 

σ  4Δ       Γ 
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where K1 and K2 are the directional wave number of the 
first and second scatterer.  

B. Interference signal 
The sailing ship in the radar scene can scatter the radar 

signal, which acts as interference. In this case, the radar 
waveform is frequency modulated continuous wave 
(FMCW), thus the scattering signal is in time domain 
defined as a delayed and attenuated copy version of the 
transmitting signal. If the radar has the center frequency fc, 
bandwidth B, transmit power Pt, chirp repetition frequency 
fr, the ship scattering signal is expressed as follows.  

  2   

          cos 2   
     

     (5) 

where the  and As are the delay time and attenuation of the 
received signal. The delay time is calculated from the 
distance between transmitter to ship, distance ship to 
receiver, and the reflector radial velocity.   

   
     (6) 

where   3 ∙ 10 m/s is the speed of radio wave 
propagation in free space. The attenuation is also influenced 
by the propagation distance with following relation. 

    0.5  
/    (7) 

The parameters GT and GR are the gain of array element on 
transmitter and receiver. 

The wavelet transform in this research works on the 
Doppler domain. A series of signal processing is applied to 
transform the ship scattering signal into Doppler domain i.e 
demodulation, and double fast Fourier transform [15]. 

C. Discrete wavelet transforms 
The wavelet transform is a tool to observe the time and 

frequency information of any signal, simultaneously. 
Mathematically, the information is revealed by inner 
product of signal with a function called mother wavelet. 
There are various kind of mother wavelets, and they can be 
chosen based on the signal characteristics. 

There are two types of wavelet transform: continuous 
and discrete wavelets. The continuous wavelet transform 
(CWT) compares the signal f(t) with the mother wavelet  at different scale and position.  

, ; ,    
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where a and b is the scaling and translation factors.  
The discrete wavelet transform (DWT) discretizes the 

CWT by replacing the a and b by integer power of  2 .  

,   2 ∑ 2,             (9) 

where m is the grid scale, n is the time scale, and k is the 
k=0 to n-1.  

For the signal decomposition, the DWT is commonly 
used, because it has lower computation cost. The input 
signal is decomposed into two parts: detail and 
approximation. The detail contains the higher frequency 
component while the appriximation has lower components. 
A multi level DWT is applied to look forward more detail 
decomposition. There are model in the decomposition that 
are wavelet packet model and wavelet model. The wavelet 
packet model decomposes both approximation and detail 
part, while the wavelet model only the detail part is 
decomposed in the next decomposition. Fig. 2 shows the 
blog diagram of the decomposition process by using DWT 
with the wavelet model.  

IV. RESULTS AND DISCUSSIONS 
  This section delivers the ability of wavelet transform 

to decompose the HFSWR signal and detect the peak 
position of the first-order Bragg peak. The signal modeling 
results are presented, followed by the implementation of 
DWT. 

A. Sea Radar Cross Section 
The simulation result of sea radar cross section 

computed from Eq. (1), Eq. (2), and Eq. (3) is shown in Fig. 
2. It is calculated with the radar setup listed in Table 1. The 
Pierson-Moskowitz spectra is calculated with the wind 
speed 15 m/s and directed 60o from the radar look direction. 
The first Bragg components are recognized by two peaks at 
the Doppler frequency 

  2.    (4) 

The theoretical first Bragg peak frequencies are 
indicated by the red dashed lines in the Fig. 3.  The effect 
of wind to the magnitude of Brag peaks is also simulated in 
our previous publication. Additionally, the first Bragg 
peaks location is shifted when the sea surface current is 
existed, but it is assumed to be zero. The second Bragg 
components are appeared as the continuum near the first 
order Bragg peaks. 

The magnitude and Doppler frequency of Bragg 
components are influenced by the sea states such as wind, 
surface current, and wave height. Therefore, they can be 
utilized to estimate the sea state by the inversion 
algorithms. 

Next, the Doppler map is constructed from the spectra 
of sea scattering along the radial direction from the radar 
station. In this case, the sea state is assummed to be constant 

 
Fig. 2. DWT signal decomposition with wavelet model. 
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distance between transmitter to ship, distance ship to 
receiver, and the reflector radial velocity.   
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where   3 ∙ 10 m/s is the speed of radio wave 
propagation in free space. The attenuation is also influenced 
by the propagation distance with following relation. 
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The parameters GT and GR are the gain of array element on 
transmitter and receiver. 

The wavelet transform in this research works on the 
Doppler domain. A series of signal processing is applied to 
transform the ship scattering signal into Doppler domain i.e 
demodulation, and double fast Fourier transform [15]. 

C. Discrete wavelet transforms 
The wavelet transform is a tool to observe the time and 

frequency information of any signal, simultaneously. 
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used, because it has lower computation cost. The input 
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packet model decomposes both approximation and detail 
part, while the wavelet model only the detail part is 
decomposed in the next decomposition. Fig. 2 shows the 
blog diagram of the decomposition process by using DWT 
with the wavelet model.  

IV. RESULTS AND DISCUSSIONS 
  This section delivers the ability of wavelet transform 

to decompose the HFSWR signal and detect the peak 
position of the first-order Bragg peak. The signal modeling 
results are presented, followed by the implementation of 
DWT. 

A. Sea Radar Cross Section 
The simulation result of sea radar cross section 

computed from Eq. (1), Eq. (2), and Eq. (3) is shown in Fig. 
2. It is calculated with the radar setup listed in Table 1. The 
Pierson-Moskowitz spectra is calculated with the wind 
speed 15 m/s and directed 60o from the radar look direction. 
The first Bragg components are recognized by two peaks at 
the Doppler frequency 
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indicated by the red dashed lines in the Fig. 3.  The effect 
of wind to the magnitude of Brag peaks is also simulated in 
our previous publication. Additionally, the first Bragg 
peaks location is shifted when the sea surface current is 
existed, but it is assumed to be zero. The second Bragg 
components are appeared as the continuum near the first 
order Bragg peaks. 

The magnitude and Doppler frequency of Bragg 
components are influenced by the sea states such as wind, 
surface current, and wave height. Therefore, they can be 
utilized to estimate the sea state by the inversion 
algorithms. 
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along the observation path. The attenuation is calculated by 
the free space path-loss model. The result is shown in Fig. 
4.  

B. Interference Signals 
The radar is considered as the oceanographic radar, so 

the incoming signal due to ship reflection becomes one of 
the interference. Fig. 5 shows the result simulation based on 
on the Eq. 5.6, and 7. There are file vessel is  assummed in 
the radar scene, with their position and speed are adjusted 
to produce the Doppler component around the Bragg peaks. 

The mix of sea scattering and the interference signal is 
simultaneously arrived in the radar receiving antenna, as 
shown in Fig. 6. The figure shows that the interference 
signal is very close to the first-order Bragg peak in some 
ranges. Thus, it probably causes a misdetection of the Bragg 
peak. 

C. Wavelet decomposition and Bragg peak detection 
The choice of the mother wavelet highly influences the 

ability of DWT to decompose signals. Some available 
wavelet functions in the Haar, Daubechies, Symlet, 
Biorthogonal functions, and their derivations are tested in 
some decomposition levels. Then, the existence of local 
maxima in all decomposition components is analyzed. The 
proper mother wavelet is indicated by the similar position 
of local maxima with the Bragg peaks. 

Initially, the interference free signal is observed and 
found that there are two mother wavelet with proper results, 

i.e., Daubechies 6 (db6) and Biorthognal 3.5 (bior3.5). Fig. 
7 shows those two wavelet functions.  

The implementation of DWT with Daubechies 6 in 
level 3 decomposes the signal into detail and 
approximation, as depicted in Fig. 8.  Then, each element's 
signal reconstruction is applied to find the peak in the 
theoretical position of first-order Bragg peaks. Fig. 8 shows 
the magnification of the reconstruction signal. The 
reconstructed signal observation shows that the appropriate 
peak is detected in the level 3 detail reconstruction, 
concluding the wavelet function's properness for the 
determined purpose.  Similar results were also found for the 

 
Fig. 3. The doppler map of simulated radar signal. 

 
Fig. 4. The doppler map of mixed sea scattering and interferences. 

\ 
(a) 

 
(b) 

Fig. 5. The mother wavelet in the analysis (a) db6 (b) bior3.5. 

 
Fig. 6. The simulated sea RCS with the radar frequency 25 MHz 

and the wind with the speed 15 ms-1 and direction 60o from the 
radar look. 

 
Fig. 7. The doppler map of simulated radar signal. 
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mother wavelet Biorthogal 3.5, although it is not shown 
here due to paper length limitation.  

The appropriateness of the mother wavelet function is 
applied in the radar signal which contains interference close 
to the Bragg peak position. The example of anaylzed signal 
is shwon in Fig. 9. The use of simulated data brings an 
advantage of easy adjustment of amplitude and position of 
interference in the Doppler spectra. The analyzed 
interference in Fig. 9 is set to lie in the closely position to 
Bragg peaks whith higher amplitude. 

Following the previos decomposition process and first-
order Bragg peak detection is applied on the signal with 
interference. The information of first order Bragg peak is 
contained in level 3 detail components. The results is shown 
in Fig. 10. 

V. CONCLUSIONS 
This paper proposed the discrete wavelet transform to 

detect the first-order Bragg peak on the Doppler spectra of 
the HFSWR signal. The results show that the Daubechies 6 
and Biorthogonal 3.5 are suitable mother wavelet functions 

 
Fig. 9. Signal decomposition with mother Wavelet db6 in DWT level 3. 

    
(a)                                                                                           (b) 

Fig. 8. Peak detection of first order Bragg peak with mother wavelet (a) Daubechies-6 (b) Biorthogonal 3.5.  
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for this purpose. The appropriateness is also evaluated in  
the existence of an interference signal near the Bragg peak 
component in the Doppler spectra of the radar receiving 
signal. This proposed method can avoid the misdetection of 
Bragg peaks position, which can cause the error estimation 
on the HFSWR as oceanographic radar.  
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Fig. 10. The peak detection on the existing of interference near the 
Bragg-peak position with wavelet (a) db-6 (b) bior 3.5. 
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Abstract— This paper proposes a non-uniform metasurface 
(MTS) omnidirectional patch antenna for WLAN applications. 
The antenna configuration is characterized by using 
characteristic mode analysis (CMA). The proposed non-
uniform MTS-based patch antenna comprised a single-layer 
FR-4 substrate. Non-uniform square-shaped MTS unit cells 
were present in the upper-substrate layer. The lower-substrate 
layer is a circular-shaped ground plane. Besides, the excitation 
method of the proposed non-uniform MTS-based antenna is a 
single-probe-fed method. The use of a non-uniform square-
shaped MTS structure achieved wide frequency resonance, 
resulting in wide impedance bandwidth. In addition, the 
circularly rotated direction of current distributions and 
magnetic fields on the non-uniform MTS structure can generate 
omnidirectional radiation by Mode 1 at 2.4 GHz (center 
frequency). The simulated IBW at 2.4 GHz is 26.67% (2.26 – 2.9 
GHz). The optimum gain is 4.13 dBic at 2.8 GHz. The proposed 
antenna exhibits omni-directional radiation characteristics, 
making it well-suited for wireless communication applications. 

Keywords—characteristic mode analysis, ground plane, 
metasurface, omnidirectional radiation, surface current 
distribution.  

I. INTRODUCTION 
In wireless communication systems, omnidirectional 

antennas are widely employed to ensure uniform signal 
coverage in all directions [1]. They are particularly useful in 
scenarios where the location or direction of the transmitter or 
receiver is not fixed or known in advance. The design of an 
omnidirectional antenna is based on achieving a symmetric 
radiation pattern that has consistent signal strength in all 
directions. Various antenna configurations can be used to 
achieve omnidirectional coverage, such as the monopole 
antenna, dipole antenna, and metasurface-based antenna. 

Metasurface (MTS)-based antenna refers to an antenna 
design that incorporates a metasurface as an element [2]. A 
metasurface is a two-dimensional array of subwavelength-
scale structures, typically arranged in a periodic pattern. These 
structures can manipulate the behavior of electromagnetic 
waves in a precise and controlled manner. By manipulating 
the properties of the metasurface elements, such as their shape, 
size, and orientation, the antenna performance can be tailored 
to specific requirements. 

In [3], a patch antenna designed for C-band applications 
utilizes a 4 × 4 S-shaped MTS-based structure. This antenna 
achieves an impedance bandwidth (IBW) of 43.22% from 
4.05 GHz to 6.6 GHz and an axial ratio bandwidth (ARBW) 
of 22% from 5.3 GHz to 6.6 GHz. In [4], an antenna array 

consisting of four clusters with sequentially rotated MTS-
based elements is developed for C-band satellite 
communications. This antenna achieves an IBW of 84.74% 
from 4 GHz to 9 GHz and an ARBW of 57.6% from 4.2 GHz 
to 7.6 GHz. In [5], a resonant cavity antenna for satellite 
communication is designed using a 9 × 9 Z-shaped MTS-
based structure. It achieves an IBW of 64% from 4.4 GHz to 
7.6 GHz and an ARBW of 18% from 4.4 GHz to 5.3 GHz. 

Characteristic mode analysis (CMA) is a technique used 
in electromagnetic field analysis to study the resonant 
behavior and radiation characteristics of complex structures 
(i.e., antennas) [6]. The concept is based on the idea that any 
perfect electric conductor (PEC) structure can be expressed as 
a composite of its characteristic modes, which correspond to 
its fundamental resonant modes [7]. By determining the 
characteristic modes and their associated frequencies, current 
distributions, electric fields, and radiation field, CMA 
provides insights into the resonant behavior and radiation 
properties of the antenna structure [8]. 

In [9], an octagonal-ring slot antenna array designed for S-
band applications utilizes a CMA-based four-element 
broadband CP configuration. This antenna achieves an IBW 
of 91.6% from 1.8 GHz to 4 GHz and ARBW of 84.5% from 
1.97 GHz to 4 GHz. On the other hand, a stacked-patch 
antenna array for 5G wireless systems is described, which 
employs a CMA-based four-cluster leaf-shaped MTS-based 
structure. This antenna array achieves an IBW of 62.5% from 
3.4 GHz to 5.9 GHz and an ARBW of 21% from 3.8 GHz to 
4.54 GHz, as reported in [10]. However, those CMA-based 
antennas have not been made for omnidirectional radiation. 

This research proposes non-uniform MTS omnidirectional 
patch antenna for Wi-Fi applications. The design process of 
this antenna involves the utilization of CMA to optimize the 
non-uniform MTS structure. The proposed non-uniform MTS 
omnidirectional patch antenna included circular-shaped 
substrate: upper layer and lower layer. The upper substrate is 
comprised of uniformly square-shaped MTS unit cells, while 
the lower substrate serves as a circular-shaped ground plane. 
The CST Microwave Studio Suite is utilized to conduct 
simulations, focusing on key antenna performance parameters 
such as IBW, realized gain, and radiation pattern. 

II. ANTENNA DESIGN 

A. Characteristic mode analysis 
Characteristic mode analysis (CMA) is employed to define 

the antennas development [11]. CMA involves the use of 
surface current distributions and far-field radiation patterns to 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

334

accurately describe the properties of the antenna, including its 
PEC structures and radiation characteristics. Additionally, the 
external source determines the current and radiation 
associated with the electric field [12]. The modal significance 
modes (MS) play a crucial role in the frequency resonances. 

To achieve frequency resonance and omnidirectional 
radiation, the modal significance (MS) to greater than a value 
of 0.707 (MS ≥ 0.707). The MS values of the modes can be 
calculated using equation (1) [13]. Besides, the surface current 
distribution and modal magnetic field must be traveled 
circularly rotated direction on the surface of the antenna [14]. 

MS = 1 (1)
1 njλ+

 

where λn is the eigen values, given λn = 0 (resonant stage) and 
nth is mode numbers. 
B. CMA-based non-uniform MTS structure 

Fig. 1(a) shows geometry of the MTS-FIRST structure. 
The substrate is lossless FR-4 type with 4.8 mm in thickness 
and 140 mm in diameter. The upper-substrate layer consisted 
of 2 × 2 MTS unit cells (26 mm × 26 mm). In Fig. 1(b), the 
MS results (MS ≥ 0.707) of Modes 1 – 6 are 1 at 2.38 GHz, 
2.1 GHz, 2.1 GHz, 2.5 GHz, 2.53 GHz, and 2.45 GHz. 
Therefore, the MTS-FIRST structure achieved frequency 
resonance between 2.1 – 2.53 GHz. Fig. 2(a) shows the 
geometry of the MTS-SECOND structure. The MTS-
SECOND structure comprised of 12 MTS unit cells (20 mm × 
20 mm). In Fig. 2(b), the MS results (MS ≥ 0.707) of Modes 
1 – 6 are 1 at 3 GHz, 2.99 GHz, 3 GHz, 2.9 GHz, 2.9 GHz, 
and 2.97 GHz. Thus, the MTS-SECOND structure achieved 
frequency resonance between 2.97 – 3 GHz. Fig. 3(a) shows 
the configuration of the proposed non-uniform square-shaped 
MTS structure. The non-uniform MTS structure consisted of 
MTS-FIRST structure and MTS-SECOND structure. In Fig. 
3(b), the MS results (MS ≥ 0.707) of the proposed non-
uniform MTS structure of Mode 1 – 6 are 1 at 2.4 GHz, 2.44 
GHz, 2.41 GHz, 2.33 GHz, 2.78 GHz, and 2.78 GHz. As a 
result, the proposed non-uniform MTS structure achieved 
wide frequency resonance between 2.33 – 2.78 GHz.  

  
(a) (b) 

Fig. 1. MTS-FIRST structure: (a) geometry, (b) MS result. 

  
(a) (b) 

Fig. 2. MTS-SECOND structure: (a) geometry, (b) MS result. 

  
(a) (b) 

Fig. 3. Non-uniform MTS structure: (a) geometry, (b) MS result. 

The surface current distribution, far-field radiation pattern, 
and modal magnetic field at 2.4 GHz of the proposed non-
uniform MTS structure are used to characterize 
omnidirectional patterns. In Fig. 4(a), the surface current 
distributions of Modes 1 and 2 are concentrated at the center 
of MTS unit cells. Meanwhile, current distribution (Mode 3 – 
6) traveled along the edge of the MTS unit cells. Thus, Modes 
1 and 2 could be omnidirectional patterns. In Fig. 4(b), the far-
field radiation patterns of Mode 1 and 3 are symmetry-lobe 
radiation, which is most likely an omnidirectional pattern. 
Moreover, the modal magnetic field is further verified to 
characterize the omnidirectional pattern. In Fig. 4(c), the 
modal magnetic field of Mode 1 traveled in a circularly rotated 
direction at the center of MTS unit cells. As a result, the non-
uniform MTS structure can be achieved by an omnidirectional 
pattern by Mode 1 at the center frequency (2.4 GHz). 

 

Mode 1 Mode 2 

 
Mode 3 Mode 4 

 
Mode 5 

 
Mode 6 

(a) 
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Mode 1 Mode 2 

 
Mode 3 

 
Mode 4 

Mode 5 
 

Mode 6 

(b) 

 
Mode 1 

 
Mode 2 

 
Mode 3 

 
Mode 4 

 
Mode 5 

 
Mode 6 

(c) 

Fig. 4. Simulated results of non-uniform MTS structure at 2.4 GHz: (a) 
surface current distribution, (b) modal magnetic field, (c) far-field radiation 
pattern. 

 

(a) 

  

(b) 

(c) 

 

(d) 

 

(e) 

Fig. 5. Modal magnetic field and far-field radiation pattern of Mode 1 at: 
(a) 2.3 GHz, (b) 2.5 GHz, (c) 2.6 GHz, (d) 2.7 GHz, (e) 2.8 GHz. 

To evaluate the bandwidth of an omnidirectional pattern, 
the modal magnetic field and radiation pattern of Mode 1 at 
2.3 GHz, 2.5 GHz, 2.6 GHz, 2.7 GHz, and 2.8 GHz are further 
investigated. Fig. 5(a)-(e), the magnetic fields are the 
circularly rotated direction at the center of MTS unit cells. The 
far-field radiation pattern is likely an omnidirectional pattern. 
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To excite the non-uniform MTS structure, a single-probe 
feed is linked to the circular-shaped ground plane, positioned 
beneath the center of the MTS structure. The configuration of 
the CMA-based non-uniform MTS-based omnidirectional 
patch antenna is depicted in Figure 6(a)-(b). 

 
(a) 

 
(b) 

Fig. 6. Configuration of the proposed the proposed non-uniform MTS-
based omnidirectional patch antenna: (a) front view, (b) rear view. 

III. RESULTS AND DISCUSSION 
The antenna performance is analyzed through simulations 

conducted by the CST Microwave Studio Suite. The essential 
parameters used to analyze the antenna performance include 
IBW (|S11|), realized gain, and radiation pattern. Fig. 7 shows 
simulated IBW (|S11| ≤ -10 dB) of the proposed non-uniform 
square-shaped MTS omnidirectional patch antenna and 
realized gain. The simulated IBW is 26.67% between 2.26 – 
2.9 GHz, and the optimum gain is 4.13 dBic at 2.8 GHz. Fig. 
8(a)-(f) respectively show the normalized radiation patterns of 
the proposed non-uniform square-shaped MTS 
omnidirectional patch antenna at 2.3 GHz, 2.4 GHz, 2.5 GHz, 
2.6 GHz, 2.7 GHz, and 2.8 GHz.  

 

 

Fig. 7. Simulated IBW and realized gain results. 

The radiation patterns demonstrate that the proposed non-
uniform MTS patch antenna is omnidirectional radiation 
between 2.3 – 2.8 GHz for wireless applications. Table I 

composes the simulation results comparison between the 
related omnidirectional patch antenna and the proposed non-
uniform square-shaped MTS omnidirectional patch antenna. 

TABLE I.  COMPARISON BETWEEN THE RELATED OMNIDIRECTIONAL 
PATCH ANTENNA AND THE PROPOSED NON-UNIFORM MTS 
OMNIDIRECTIONAL PATCH ANTENNA 

Reference fc 
(GHz) 

IBW  
(%) 

Optimum 
gain 

(dBic) 

dimension  
(λ0) 

[15] 4.5 8.9 6 Diameter = 1.48 
thickness = 0.030 

[16] 5.2 16.6 1.8 Diameter = 1.13 
thickness = 0.060 

[17] 0.915 5.46 0.65 Diameter = 1.13 
thickness = 0.078 

[18] 4.1 21.4 7.8 Diameter = 1.09 
thickness = 0.027 

This 
work 2.4 26.67 4.13 Diameter = 1.12 

thickness = 0.038 
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        yz-plane         xy-plane 

(e) 

  
        yz-plane         xy-plane 

(f) 

── : co polarization      ----- : cross polarization 

Fig. 8. Radiation pattern at: (a) 2.3 GHz, (b) 2.4 GHz, (c) 2.5 GHz, (d) 2.6 
GHz, (e) 2.7 GHz, (f) 2.8 GHz. 

IV. CONCLUSION 
This paper proposes a non-uniform MTS-based 

omnidirectional patch antenna for WLAN applications. The 
CMA is applied to realize the antenna configuration and 
achieve omnidirectional radiation in the proposed non-
uniform MTS patch antenna. The proposed MTS-based patch 
omnidirectional antenna consisted of 16 non-uniform MTS 
unit cells and circular-shaped ground plane. In CMA results, 
Mode 1 of the non-uniform square-shaped MTS structure can 
be achieved the omnidirectional radiation between 2.3 – 2.8 
GHz. Furthermore, the surface current distribution and modal 
magnetic field on the surface of non-uniform MTS are used to 
verify the omnidirectional radiation. The simulated IBW 
achieved 26.67% between 2.26 – 2.9 GHz. The optimum gain 
is 4.13 dBic at 2.8 GHz. The radiation pattern of the proposed 
non-uniform MTS-based omnidirectional patch antenna is 
omnidirectional characteristic, which is functional for 
wireless communications. 
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Abstract— This paper presents a broadband CP MTS-
inspired antenna with split-annular slot ground structure. The 
CP radiation and antenna configuration are deployed 
characteristic mode analysis (CMA). The proposed CP MTS-
inspired antenna with split-annular slot ground structure 
comprised of upper substrate and lower substrate. The upper 
substrate consisted of 5 × 5 uniformly MTS unit cells, and the 
split-annular slot ground plane and microstrip feed line are 
included on the lower substrate. In CMA results, the 5 × 5 MTS-
inspired unit cells generated CP radiation by Modes 1 and 2. 
Besides, the split-annular slot ground structure can be produced 
two orthogonal electric fields at the center frequency of 5 GHz 
by Modes 3 and 5 for excitation source. This proposed antenna 
achieved simulated IBW of 59.4% (3.57 – 6.55 GHz), and 
simulated ARBW of 24.22% (4.43 – 5.64 GHz). The maximum 
gain at 4.7 GHz is 5.72 dBic, which has RHCP characteristic 
radiation. The proposed antenna is appropriate functionally for 
C-band wireless applications. 

Keywords— Characteristic mode analysis, circular 
polarization, MTS-inspired antenna, RHCP, split-annular slot. 

I. INTRODUCTION 
Circularly polarized (CP) antennas have garnered essential 

attention due to their potentiality to mitigate multipath fading, 
enhance signal robustness, and support polarization diversity 
in wireless communication systems [1]. The CP radiation aims 
to provide an in-depth understanding of circularly polarized 
antennas and their impact on modern communication 
technologies. CP antennas have emerged as a promising 
solution to overcome limitations associated with linearly 
polarized antennas. By generating rotating electric fields, 
circularly polarized antennas offer numerous benefits, 
including improved signal propagation, enhanced link 
stability, and compatibility with diverse applications [2]. For 
examples include satellite communication systems, wireless 
sensor networks, radio frequency identification (RFID) 
systems, global navigation satellite systems (GNSS), and 
unmanned aerial vehicles (UAVs) [3]. 

Several antenna types aim to develop a CP antenna with 
wide CP bandwidth (i.e., axial ratio bandwidth or ARBW) 
such as helix antenna [4], dipole antenna [5], dielectric 
resonator antenna [6], spiral antenna [7], and patch antenna 
[8]. Due to the complex antenna structure in [3] – [6], the patch 
antenna type is a good candidate for a wideband CP antenna 
because of its compact size and ease of design. On the other 
hand, the disadvantages of the patch antenna are suffered from 
low gain and narrow bandwidth (i.e., impedance bandwidth or 
IBW). Accordingly, a metasurface (MTS) structure is adopted 
to compose in front of a patch antenna to function as 

bandwidth and gain enhancement. The MTS structure is a 
two-dimensional arrangement of subwavelength-scale 
structures or elements that manipulate the propagation of 
electromagnetic waves [9]. Furthermore, the MTS structure 
can be used to control the phase, polarization, and amplitude 
of incident electromagnetic waves as a circular polarizer [10]. 

To develop a broadband CP MTS-inspired antenna, the 
characteristic mode analysis (CMA) is effectively deployed to 
characterize the CP radiation. The CMA method is a technique 
used in electromagnetic field theory and antenna engineering 
to analyze and understand the behavior of complex structures 
[11]. The CMA can assist in various aspects of antenna, such 
as reducing interference, optimizing radiation efficiency, 
improving bandwidth, and understanding the effects of 
surrounding structures. This technique is a powerful tool for 
predicting and understanding the behavior of complex 
electromagnetic systems and has found applications in fields 
like wireless communication, radar systems, satellite 
technology [12]. 

In this research, CMA-based broadband CP MTS-inspired 
antenna with split-annular slot ground structure is proposed 
for C-band wireless communication systems and described the 
use of the CMA concept to develop the proposed antenna. The 
proposed antenna comprised of double-layer FR-4 substrates. 
The upper substrate included 5 × 5 uniformly square-shaped 
MTS unit cells. The lower substrate is composed of a split-
annular slot ground plane and a microstrip feed line. In 
mechanism operation, the split-annular slot ground structure 
generated the 90° phase difference between two modes at 
center frequency (5 GHz). Those modes excited the 
symmetric-lobe radiation of the 5 × 5 MTS unit cells, resulting 
in CP radiation. 

II. ANTENNA DESIGN 
The procedure design of the CMA-based CP MTS-

inspired antenna with split-annular slot ground structure 
consisted of two stages: (i) MTS-inspired model and (ii) split-
annular slot ground plane (feed structure). Furthermore, those 
design processes used the CMA to characterize the antenna 
structures. The first stage, the 5 × 5 uniformly square-shaped 
MTS unit cells are located on the lossless FR-4 upper 
substrate. The square-shaped MTS unit cells are 7.5 mm × 7.5 
mm in dimension with 0.5 mm in voids. The FR-4 substrate is 
40 mm × 40 mm in dimension, and 3.2 mm in thickness. The 
second stage, the split-annular slot sits on lower substrate. 
functioning as a ground plane. The microstrip line functioned 
as a feed network. The thickness of the lower substrate is 0.8 
mm. 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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In CMA theory, the resonance frequency of the PEC 
structure could be generated when the modal significance 
(MS) must be 0.707. In other words, the MS could refer to 
how much each characteristic mode contributes to the overall 
behavior of the antenna. To realize CP radiation, the MS 
results at the center frequency of the two modes must be 
identical. Meanwhile, the symmetric lobe of the 3D radiation 
pattern between the two modes must be orthogonal. 
Furthermore, the intensive modal magnetic field of the MTS-
inspired model should be verified for determining feed 
position. To further investigate the CP radiation, the 
characteristic angle (CA = ±90°) between the identical MS 
mode of the two orthogonal modes. CA refers to an angle 
associated with the radiation pattern of an antenna structure 
characteristic modes. This is used to describe the orientation 
or directionality of the radiation pattern corresponding to 
identical two modes. 

  
(a) (b) 

Fig. 1. The MTS model: (a) Structure, (b) MS result. 

  
(a) (b) 

  
(c) (d) 

Fig. 2. 3D radiation pattern: (a) Mode 1, (b) Mode 2, (c) Mode 3, (d) Mode 
4. 

Fig. 1(a)-(b) show the configuration and MS results of the 
MTS model. In Fig. 1(b), the MS results (MS≥0.707) of 
Mode 1 – 4 are 1 at 5 GHz, 5 GHz, 5.25 GHz, 5.35 GHz, 
respectively. Thus, the proposed MTS model achieved the 
resonance frequency between 5 – 5.35 GHz. Fig. 2(a)-(d) 
show the 3D radiation pattern at 5 GHz (center frequency) of 
Modes 1 – 4. The radiation pattern between Mode 1 and 2 are 
orthogonal while the center of the main-lobe radiation of 
Modes 3 and 4 are null. As a result, Modes 1 and 2 of the 
proposed MTS model can radiate from the CP radiation. 

Fig. 3(a)-(d) respectively show the modal magnetic field 
at 5 GHz of Modes 1 – 4. In Fig. 3(a)-(b), the magnetic field 
of Modes 1 and 2 are concentrated at the center of the 
proposed MTS model. Fig. 3(c)-(d), the magnetic fields of 
Modes 3 and 4 are collected at the lateral MTS model. 
Consequently, the feed position must be underneath the center 
of the proposed MTS model for exciting the CP radiation 
(Modes 1 and 2). 

   
(a) (b) 

       
(c) (d) 

Fig. 3. Modal magnetic field: (a) Mode 1, (b) Mode 2, (c) Mode 3, (d) Mode 
4. 

 
(a) 

  
(b) (c) 

Fig. 4. Split-annular slot ground structure: (a) configuration, (b) MS results, 
(c) CA results. 

Fig. 4(a)-(c) show the configuration, MS results, and CA 
results of the split-annular slot ground structure. The proposed 
split-annular slot ground plane on the lower substrate 
represented as a feed technique method (outer radius = 7.5 mm 
and inner radius = 7 mm). In Fig. 4(b), the MS results at 5.3 
GHz of Modes 3 and 5 are identical (0.7). The CA (CA = ±90°) 
of the proposed split-annular slot ground structure is further 
verified for generating the two orthogonal electric fields. In 
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Fig. 4(c), the CA results at 5.3 GHz of Modes 3 and 5 are 87°. 
As a result, Modes 3 and 5 can generate the two-orthogonal 
electric fields. In CMA results, the proposed split-annular slot 
must be positioned beneath the center of the proposed MTS-
inspired model for wave excitation. 

Fig. 5(a)-(b) show the geometry of the proposed CMA-
based CP MTS-inspired antenna with split-annular slot 
ground plane. The upper layer included 5 × 5 square-shaped 
MTS unit cells. The lower substrate is composed of split-
annular slot ground plane and microstrip feed line. The upper 
and lower substrates are assembled as a stacked patch antenna. 

   
(a) (b) (c) 

Fig. 5. The proposed antenna: (a) front view, (b) rear view, (c) side view. 

III. RESULTS AND DISCUSSION 
CST Microwave Studio Suite is utilized to carry out the 

simulation. The primary factors used to evaluate the 
performance of the antenna in terms of the following metrics: 
IBW (|S11|), ARBW, realized gain, and radiation pattern. The 
wide IBW (|S11| ≤ -10 dB) indicates that the antenna can 
operate effectively over a broader range of frequencies 
without significant impedance mismatch or reflection issues. 
The ARBW (AR ≤ 3 dB) of an antenna refers to the range of 
frequencies over which the AR remains within a specified 
limit. This means that the circular polarization of the antenna 
remains close to being perfect (AR = 0 dB) within this 
frequency range. The realized gain of an antenna is a measure 
of its effectiveness in converting input power into radiated 
energy in a particular direction. The radiation pattern of an 
antenna is a 2D representation of how the radiated energy is 
distributed in space as the antenna is rotated or as 
electromagnetic waves are incident upon it. It shows the 
relative strength of the radiated field in different directions. 

 

(a) (b) 

Fig. 6. Simulated results: (a) IBW (b) ARBW and realized gain. 

Fig. 6(a)-(b) depicts simulated IBW, ARBW, and realized 
gain of the proposed CMA-based CP MTS-inspired antenna 
with split-annular slot ground structure. In Fig. 6(a), the 

simulated IBW of the proposed CP MTS-inspired antenna 
with split-annular slot ground structure at 5 GHz (center 
frequency) is 59.4% between 3.57 – 6.55 GHz. In Fig. 6(b), 
the simulated ARBW and peak gain are 24.22% between 4.43 
– 5.64 GHz, and 5.72 dBic at 4.7 GHz. Fig. 7(a)-(c) illustrates 
simulated radiation patterns at 4.5 GHz, 5 GHz, 5.5 GHz of 
the proposed CP MTS-inspired antenna with split-annular slot 
ground structure. The characteristic of radiation is 
unidirectional with RHCP.  

 
xz-plane 

 
yz-plane 

(a) 

 
xz-plane 

 
yz-plane 

(b) 

 
xz-plane 

 
yz-plane 

(c) 

Fig. 7. Radiation pattern (── : RHCP and ------ : LHCP) of the proposed 
CP MTS-inspired antenna with split-annular slot ground structure at: (a) 4.5 
GHz, (b) 5 GHz, (c) 5.5 GHz. 

Table I presents the simulation results comparison among 
the recently related CP MTS antenna and the proposed CMA-
based CP MTS antenna with split-annular slot ground 
structure. Those antennas compared antenna performance, 
including IBW, ARBW, peak gain, and electrical dimensions. 
Besides, the CP radiation techniques of each antenna are 
compared to attain a wide IBW and ARBW for the C-band 
spectrum (4 – 8 GHz). 

In [13], a CP patch antenna with 4 × 4 MTS unit cells 
structure achieved 44.16% (3.9 – 6.11 GHz) of IBW and 
20.35% (4.81 – 5.9 GHz) of ARBW. This antenna used the 
irregular-shaped MTS structure to realize the CP radiation. In 
[14], a high-gain CP antenna with a nut-shaped MTS structure 
achieved IBW (29.66%, 5.2 – 6.9 GHz) and ARBW (21.42%, 
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5.6 – 6.9 GHz). This antenna utilized the driven patch to 
cooperate with a parasitic element for bandwidth 
improvement.  

In [15], a CP antenna with a gamma-shaped MTS structure 
is characterized by the CMA technique. The gamma-shaped 
MTS CP antenna achieved IBW of 30% (5.1 – 6.9) and 
ARBW of 17.3% (5.8 – 6.9 GHz). In [16], a low-profile CP 
patch antenna with 3 × 3 parallelogram-shaped MTS structure 
achieved 31.8% (5.2 – 7.13 GHz) of IBW and 18.8% (6 – 7.1 
GHz) of ARBW. The CMA technique is used to realize the 
CP radiation for parallelogram-shaped MTS structures. In 
comparison, the proposed CMA-based CP MTS-inspired 
antenna with split-annular slot ground structure for the C-band 
frequency band achieved broadband IBW and ARBW. 
TABLE I.  SIMULATION RESULTS COMPARISON AMONG THE RECENTLY 
RELATED CP MTS-INSPRIED ANTENNA AND THE PROPOSED CMA-BASED CP 
MTS-INSPIRED ANTENNA WITH SPLIT-ANNULAR SLOT GROUND STRUCTURE 

Ref. fc 
(GHz) 

IBW  
(%) 

ARBW 
(%) 

Peak 
gain 

(dBic) 

dimension  
( Lλλ ) 

[13] 5 44.16 20.35 6 0.60×0.60×0.070 
[14] 5.8 29.66 21.42 9.35 0.62×0.62×0.134 
[15] 6.2 30 17.3 7.8 0.72×0.72×0.080 
[16] 6 31.8 18.8 7.55 0.45×0.45×0.065 
This 
work 5 59.4 24.22 5.72 0.67×0.67×0.060 

IV. CONCLUSION 
This paper proposes a broadband CP MTS-inspired 

antenna with split-annular slot ground structure for C-band 
wireless systems. CMA is used to realize the antenna 
configuration and CP radiation. The proposed CMA-based CP 
MTS-inspired antenna with split-annular slot ground structure 
is composed of upper and lower substrates. The upper 
substrate consisted of 5 × 5 MTS unit cells. The lower 
substrate comprised of split-annular slot ground plane and 
microstrip feed line. In CMA study, the proposed MTS-
inspired model is realized the CP radiation by Modes 1 and 2. 
Moreover, the split-annular slot ground structure is 
characterized by Modes 3 and 5 for excitation source. The 
simulated IBW and ARBW at the center frequency of 5 GHz 
are 59.4% (3.57 – 6.55 GHz), 24.22% (4.43 – 5.64 GHz), and 
the peak gain is 5.72 dBic at 4.7 GHz. Further research will 
involve fabricating an antenna prototype and conducting 
experiments. In future works, a comparison and detailed 
explanation of the simulation and measurement results will be 
provided. 
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Abstract— Nowadays, developing Wi-Fi-based indoor 
localization systems has become an attractive research topic due 
to the growing need for pervasive location determination. The 
fingerprint technique offers higher positioning accuracy in 
indoor localization than the distance-based technique. 
Fingerprint-based techniques via machine learning have been 
proposed for many years to provide high-accuracy indoor 
localization services. These works attempt to establish the 
optimal correlation between the user fingerprint and a pre-
defined set of grid points on a radio map. In this paper, a 
comparative analysis of selected machine learning algorithms is 
conducted within the context of online phase fingerprint 
techniques for localization, focusing on implementation in a 
multi-room case. The experiment involves measurements using 
a Wi-Fi module in a laboratory, an aisle, a lobby, and a typical 
classroom, resulting in a small-sized fingerprint database 
covering a total area of 573.71 m2. The results reveal that Naïve 
Bayes (NB) obtains the highest localization accuracy in the 
laboratory and classroom. Meanwhile, Support Vector Machine 
(SVM) outperforms other algorithms in the aisle, while K-
Nearest Neighbor (KNN) delivers the best accuracy in the lobby. 
In summary, NB, KNN, and SVM are suitable pattern-matching 
algorithms for multi-room indoor localization and relatively 
small fingerprint databases. 

Keywords—component, formatting, style, styling, insert (key 
words) 

I. INTRODUCTION 
Nowadays, the increase in adoption of internet-enabled 

wireless devices such as smartphones is inextricably linked to 
the advantages of utilizing location-based services (LBS). As 
an essential part of the LBS, localization has become the 
primary assistive technology for wayfinding and advertising 
based on location [1]. In the outdoor environment, satellite-
based positioning, e.g., Global Positioning System (GPS), 
remains well-established for localization, benefiting from 
unblocked communication between satellites and receivers or 
users [2]. However, due to signal obstruction by the wall and 
interior, GPS cannot be considered a dependable solution for 
indoor localization, leading to various inaccuracies and 
failures in achieving high-accuracy localization [3]. This 
challenge has prompted the development of localization 
systems that can deliver high-performance results in indoor 
environments. Several alternative technologies have been put 
out to construct indoor localization systems, with an emphasis 
on radio frequency-based methods such as wireless fidelity 

(Wi-Fi), radio frequency identification (RFID), ultra-
wideband (UWB), ZigBee, and Bluetooth Low Energy (BLE) 
[4]. Wi-Fi has become the preferred alternative for indoor 
environments among these technologies due to its widespread 
infrastructure within buildings. 

Initially, Wi-Fi technology is used for delivering 
widespread wireless communication and internet connectivity 
[5]. However, in recent years, the utilization of Wi-Fi 
technology has enhanced to include sensing capability [6]. 
This enhancement enables Wi-Fi signals to be harnessed for 
sensing and detecting changes in the surrounding 
environment. Hence, Wi-Fi has become a prominent solution 
for various applications, including daily human activity 
detection and recognition, object sensing, and localization [7].  
For localization purposes, Wi-Fi empowers various 
parameters, such as Received Signal Strength Indicator 
(RSSI), Angle of Arrival (AoA), Time of Arrival (ToA), and 
Channel State Information (CSI) [4]. Compared to others, 
RSSI stands out with its primary advantage of straightforward 
extraction, requiring simple procedures and not necessitating 
additional hardware installation. 

Regarding indoor localization based on RSSI, two 
techniques are commonly used: distance-based and distance-
free. Distance-based techniques, such as trilateration, utilize 
RSSI-to-distance translation for direct localization without 
requiring a site survey. However, these techniques may 
produce less accurate results due to the poor correlation 
between RSSI and distance caused by multipath fading. On 
the other hand, distance-free techniques, particularly the 
fingerprint technique, are more robust against multipath 
fading, resulting in higher accuracy localization, and thus are 
often preferred. The fingerprint technique involves two 
phases: the offline phase entails conducting a site survey to 
build the fingerprint database. In contrast, the online phase 
utilizes a pattern-matching algorithm to compare the RSSI 
measurements from the target with those stored in the 
fingerprint database. 

In fingerprint-based indoor localization, machine learning 
(ML) algorithms are widely employed as reliable pattern 
matching techniques to determine the target location. The 
methods for pattern matching can be categorized as 
classification. Several ML techniques are provided for the 
classification task. This paper attempted to find the most 
accurate classification algorithm for RSSI-based indoor 
localization, especially in multi-room cases. We conducted a 
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comparison of six different ML algorithms: K-Nearest 
Neighbors (KNN), Naïve Bayes (NB), Logistic Regression 
(LogR), Support Vector Machine (SVM), Decision Tree 
(DT), and Random Forest (RF). The primary contribution of 
this research lies in gaining valuable insights into the 
classification task for multi-room indoor localization, 
focusing on achieving highly accurate positioning using ML 
algorithms. 

This paper is organized as follows. Section II discusses the 
related work. Section III introduces the RSSI-based 
fingerprint technique, and Section IV describes the machine 
learning algorithms. In Section V, we delve into the 
measurement campaign, while data description and evaluation 
are presented in Section VI. Results and discussion will then 
be presented in Section VII. Finally, we will conclude our 
inferences and discuss the outcome results and the plan for our 
future works in Section VIII. 

II. RELATED WORK 
Many studies have tried to utilize various ML algorithms 

in the online phase to determine the target's location using 
RSSI accurately. Some research studies have used publicly 
available datasets to assess the performance of ML 
classification algorithms in the online phase of indoor 
localization. The authors in [8] conducted the comparison of 
machine learning algorithms for Wi-Fi-based indoor 
localization. The dataset used in their study consisted of RSSI 
data, which was publicly available. The target's location 
indoors was determined using classification algorithms, 
including Artificial Neural Networks (ANN), KNN, DT, NB, 
Extreme Learning Machine (ELM), and SVM. They also 
performed normalization on the dataset for further analysis. 
The results indicated that the KNN algorithm showed the most 
promising performance. In [9], the focus was on utilizing ML 
algorithms to identify the optimal classifier for indoor 
positioning. The study employed the UJIIndoorLoc dataset for 
evaluation. Various classification algorithms were assessed in 
the research, including DT (J48), NB, Bayesian Network, 
KNN, Sequential Minimal Optimization (SMO), AdaBoost, 
and Bagging. After thorough analysis, the authors concluded 
that KNN outperformed all other methods for accurately 
estimating the position in indoor environments. 

The assessment of machine learning classification in 
indoor localization is done through experiments and 
simulations using radio frequency (RF)-based technology. In 
[10], supervised learning algorithms are utilized to assess the 
use of Principal Component Analysis (PCA) for Wi-Fi-based 
indoor localization. The authors conducted the study in a real 
indoor environment in static and dynamic modes. The 
comparison shows that the computation time was reduced by 
70% when using the Random Forest classifier in the static 
mode and by 33% when using KNN in the dynamic mode. 
Authors in [11] employed machine learning algorithms in a 
proposed system that utilized BLE RSSI fingerprints. The 
system was deployed in a narrow corridor with 44 m × 1.8 m 
dimensions. By comparing KNN, SVM, Random Forest (RF), 
and Multi-Layer Perceptron (MLP) in both one-dimensional 
and two-dimensional environments, the findings indicated 
that RF outperformed the other algorithms, achieving an 
accuracy of over 99%. In [12], a different study utilized five 
distinct classifier algorithms: RF, XGBoost, DT, KNN, and 
SVM, to evaluate various localization metrics. The indoor 
localization systems were deployed in a layout of 3.048 m × 

3.048 m using four BLE APs. Among the classifiers 
examined, RF demonstrated the highest accuracy, achieving a 
96% accuracy rate. 

The previous comparisons of machine learning algorithms 
for RSSI-based indoor localization were conducted within a 
single room or using a public dataset. The author has identified 
a need for comprehensive comparisons of the algorithms, 
particularly in diverse room environments. Thus, this paper 
focuses on implementing ML classifiers in an RSSI-based 
indoor localization system and emphasizes evaluating their 
performance in different room environments. 

III. RSSI-BASED FINGERPRINT TECHNIQUE 
The “Fingerprint technique,” as its name implies, emulates 

the human biological fingerprint to identify and locate objects 
or devices by employing a process of pattern matching. This 
process involves comparing the fingerprint database with new 
data. The implementation of the fingerprint technique in 
indoor localization can be divided into two phases: the offline 
and the online phases. The general fingerprint technique 
procedure is depicted in Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. General Scheme of Fingerprint Technique  

During the offline phase, a site survey is conducted to collect 
RSSI measurements at multiple reference points (RPs). The 
RSSI values collected during a short period are then stored as 
unique information in the fingerprint database. Suppose we 
have m RPs and n APs. Let RP are the coordinates of the RPs: 

RP = [x1;y1, x2;y2,…,xm;ym]T. (1) 

In this formula,  and  represent the physical latitude and 
longitude in Cartesian coordinate of each RP. The RSSI 
values collected from all APs in all RPs are organized into a 
set: 
 

 

 

 

 

RSSIi, j denotes the RSSI collected from the j-th AP at the i-th 
RP. Finally, the fingerprint database is constructed as follows: 

FP_database = [RP, R]. (3) 
 

(2) R  = 
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RSSI2, 1⋮    
RSSIi1, 1 
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In the online phase, the constructed fingerprint database’s 
RSSI values are compared to the new RSSI values obtained 
from the target using a pattern matching algorithm. The 
chosen RP is then used to determine the target's location. The 
ML-based fingerprint technique for indoor localization 
utilizes the RSSI values from n APs as features, with the RPs 
serving as the target labels. The following section describes 
ML algorithms that commonly used as pattern matching. 

IV. MACHINE LEARNING ALGORITHMS 
This section provides a brief overview of the classification 

algorithms employed in this research for indoor localization 
utilizing RSSI data. These algorithms encompass six ML 
methods, namely KNN, DT, LogR, NB, SVM, and RF. 

A. K-Nearest Neighbors (KNN) 
The fundamental K-Nearest Neighbors (KNN) classifier 

algorithm for indoor localization, as explained in [13], entails 
calculating the distance between the RSSI values collected 
from APs at an unidentified location with the RSSI values 
stored in the database. This comparison is done by computing 
the distance using the Euclidean Distance formula as follows: 

 =  (RSSI_FDi, j − RSSI_newj)
2,

n

j = 1

     

(4) 

where  denotes Euclidean distance. RSSI_FDi, j represents 
the RSSI value retrieved from the j-th AP at the i-th RP and 
RSSI_newj  is the new RSSI value from the target that was 
collected from n APs.  The distances are computed for each 
location, then arranged in ascending order from the shortest to 
the longest. Subsequently, the K shortest distances are chosen, 
where K is a parameter set. In the KNN algorithm, these K 
distances “vote” for the most prevalent class, which is 
assigned as the target location. 

B. Naïve Bayes (NB) 
The Naïve Bayes (NB) classifier is a straightforward 

probabilistic machine learning model for classification tasks. 
It determines the receiver’s position by calculating 
probabilities associated with the stored RSSI values to find the 
location with the highest likelihood of occurrence. During the 
classification phase, it is assumed that features are not 
probability-connected. This assumption is termed class 
conditional independence [9]. The NB classifier conducts 
classification based on the principles of Bayes’ theorem: 

P(m|RSSI1, RSSI2,…, RSSIn) =  P(RSSI1, RSSI2,…, RSSIn|m)·P(m)
P(RSSI1, RSSI2,…, RSSIn)

. 

 
(5) 

In the (5), P(m|RSSI1, RSSI2,…, RSSIn) represents the 
likelihood of class m  given knowledge of the features 
RSSI1, RSSI2,…, RSSIn. This likelihood can be calculated by 
determining the probability of observing the features 
RSSI1, RSSI2,…, RSSIn, when target m is the true class and 
then multiplying it by the probability of target m. The result is 
then divided by the probability of observing the features 
RSSI1, RSSI2,…, RSSIn. 

C. Logistic Regression ( LogR) 
Logistic Regression (LogR) is a classification algorithm 

originally developed for binary classification. Despite its 
name containing “regression,” LogR is actually employed for 
classification tasks. This algorithm was designed by 
addressing the issue of linear regression sensitivity to outliers 
using the sigmoid function. The formula for linear regression 
using RSSI values from multiple APs is as: 

y(RSSI) = α +  βj·RSSIj

n

j = 1 , 
 

(6) 

where α  represents the intercept, and β  is the slope. The 
sigmoid function is employed to constrain the output of linear 
regression within the range of 0 and 1. The mathematical 
representation of the sigmoid function in relation to linear 
regression is as follows: 

fsig(y(RSSI)) = 1
1 + e(y(RSSI)) . 

 

(7) 

In a general implementation, LogR can also be extended to 
handle multiclass classification. In multiclass scenarios, a 
common strategy used during the prediction step is called “one 
vs rest (OvR).” The OvR strategy breaks down the problem 
into multiple binary classification subproblems. For each 
class, it sets up a binary classification problem where that class 
is treated as the positive class, and all other classes are grouped 
together as the negative class. 

D. Support Vector Machine (SVM) 
Support Vector Machine (SVM) classifies data based on 

class labels by creating a hyperplane in a multi-dimensional 
space, effectively separating distinct classes. This hyperplane 
is designed to optimize the margin on either side through 
multiple training iterations of support vectors. The hyperplane ℎ is given by the general formula of a straight line: 

h(RSSI) = βT·RSSI + α, (8) 

where w represents the slope, and b is the intercept. In order 
to make a prediction, the decision rule is established when h =0. Thus, the hyperplane function ℎ can be defined as: 

 

 

 

Points above or on the hyperplane will be classified as class 
+1, while those below the hyperplane will be designated class −1. When a hyperplane cannot linearly separate the data, it is 
transformed into a higher-dimensional space until it becomes 
linearly separable. This conversion is achieved effectively 
through various kernel functions, such as linear, polynomial, 
RBF, and sigmoid. 

E. Decision Tree (DT) 
The Decision Tree (DT) algorithm employs a hierarchical 

arrangement of nodes, resembling a tree structure, for making 
decisions based on input data. This tree structure encompasses 
root, branch, and leaf nodes [10]. The primary objective of the 
decision tree algorithm is to construct a hierarchy of choices 
that can effectively differentiate various classes within the 
dataset. Purity offers a quantitative measure of how effectively 
a subset of data uniformly comprises instances from a single 

h(RSSI) = 
+1, 

−1, 

βT·RSSI + α ≥ 0, 

βT·RSSI + α < 0. 
(9) 
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class. To assess purity, the Gini impurity can be calculated 
using the subsequent formula: 

Gini(P) = 1 −  Pi
2

n

i = 1 , 
 

(10) 

where n represents the total number of classes and the is Pi the 
probability of data points belonging to feature i in the given 
node. The Gini impurity ranges between 0 and 1, where 0 
indicates perfect purity, and 1 indicates maximum impurity 
(data points are equally distributed across all classes). In 
creating a hierarchical tree structure, Gini Gain is computed 
by deducting the combined impurities of the branches from 
the initial impurity. The Gini Gain enables the formation of a 
tree with optimal branch organization, selecting the feature 
that offers the most effective classification. The selection of 
the finest division is based on the principle of maximizing 
Gini Gain. 

F. Random Forest (RF) 
Random Forest (RF) is a classifier that combines multiple 

DTs. The primary aim of leveraging RF is to reduce the 
overfitting that occurs in the DT. Each tree is constructed 
using a subset of the training data. This subset of data is 
randomly sampled with replacement from the original training 
dataset. This process is called "bootstrapping." For each DT, 
a random subset of features is considered for each split. The 
splitting introduces variability among the trees, mitigating the 
risk of overfitting. Each DT within an RF is constructed 
autonomously without awareness of the behavior or structure 
of other trees. In the context of classification, the final output 
of the RF classifier is determined by identifying the most 
frequently appearing class number.  

V. MEASUREMENT CAMPAIGN 

A. Testbed 
The experiment was conducted in four rooms in our 

campus. These rooms include the laboratory, aisle, lobby, and 
classroom, as depicted in Fig. 2. In the laboratory, the 
environment consists of various furniture items, such as 
chairs, tables, robotic arms, and an air compressor. The room's 
dimensions are 10.17 m × 9.12 m, containing two APs. The 
aisle represents a one-dimensional environment without any 
furniture due to its shape. It is 35.04 m × 3.03 m, and three 

APs were deployed along the aisle. The lobby is the largest 
room in the experiment, covering an area of 247.69 m2. It has 
only a few tables and chairs in the middle, while three APs 
were positioned in this room. The last room is a typical 
classroom, measuring 10.16 m × 12.51 m, with three APs 
strategically placed and many tables and chairs.  

B. Data Collection 
To build an indoor localization, we employed the 

ESPino32 module depicted in Fig. 3. This module can be 
configured to function as a Wi-Fi and BLE device. In this 
work, the ESPino32 was utilized as Wi-Fi APs and receiver 
for RSSI data collection. We positioned 11 available APs at a 
height of 2.5 m, strategically distributed across four rooms.  

To establish a star topology, we designated the sink nodes 
as targets and positioned them at a 1 m elevation within the 
area of interest. The APs transmitted signals, receiving and 
storing the RSSI values in a cloud database. In the experiment, 
there were instances of 0 values representing RSSI values that 
were not received from the APs. Given that RSSI values are 
indicated as negative numbers, 0 is interpreted as being above 
the factual RSSI value. To ensure accurate calculations, we 
replace the 0 dBm values with -95 dBm, representing a very 
low signal strength in the preprocessing data step.  

To construct the fingerprint database, RSSI values were 
collected at 73 RPs as depicted in Fig. 4. The grid size for RPs 
was set to 2 m × 2 m in the CIE Lab, aisle, and classroom 904. 
However, due to the larger size of the lobby, we set the grid 
size to 2 m × 4 m for the  and -axis, respectively, to ensure 
adequate coverage. To assess the performance of the ML 
classifier algorithms, we conducted a simulation where the 
target was simulated to move from the laboratory to 
classroom. During this movement, we collected RSSI values 
from the target at 79 sequential points, as illustrated in Fig. 5. 
The constructed fingerprint database serves as the training 

AP 
AP 

Fig. 2. Actual measurement layout: (a) Laboratory (b) Aisle (c) Lobby (d) Classroom 

(a) (b) 

(c) (d) 

AP 
AP 

AP 
AP AP 

AP AP AP 
AP AP AP 

Fig. 3. ESPino32 Wi-Fi and BLE module  
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dataset for the machine learning classifier. The target data will 
be classified using this trained model in the testing phase. The 
dataset's structure, which encompasses the fingerprint 
database and the target data, will be described in the following 
section. 

VI. DATA DESCRIPTION AND EVALUATION 
In this section, we will delve into the dataset used in our 

study and the evaluation process, which includes a concise 
overview of the evaluation metrics. 

A. Dataset Description 
In indoor localization, the fingerprint database serves as 

the training dataset. Our training dataset comprises 73 distinct 
classes, each corresponding to an RP. The fingerprint database 
contains a total of 824 sequential rows of raw Wi-Fi output. 
Within the fingerprint database, there are 14 columns, which 
include the RSSI readings from 11 APs, the coordinates of the 
RP, and the timestamp. At each RP, we have collected 10 to 
13 RSSI data points within a short recording time. Meanwhile, 
the testing data consists of 158 rows collected from the target 
point.  

B. Evaluation Procedure 
The evaluation process involved running the program in 

Python 3.11, utilizing the sklearn library for implementing 
machine learning algorithms. We relied on the pandas and 
numpy libraries for dataset management and numerical 
operations. In the training phase, we divided the dataset into 
training and validation sets, with proportions of 80% and 20%, 
respectively. Each algorithm has its own set of 
hyperparameters that can significantly impact the 
classification performance. To find the best hyperparameter 
settings, we employed GridSearchCV, which systematically 

explores all possible combinations of hyperparameter values. 
The model's performance was evaluated using cross-
validation for each combination to ensure an unbiased 
assessment. Based on the specified evaluation metric, the 
model with the highest performance was then chosen as the 
final model with the optimized hyperparameters. The final 
model will be used to estimate the location.  

After obtaining the estimated location using several ML 
classification algorithms, we evaluate the accuracy of the 
localization results by measuring the mean localization error 
(MLE). Considering there are recorded target locations, we 
employ the MLE to calculate the distance between the actual 
position (xact, yact) and the estimated position (xest, yest) as the 
error for each target  n = 1, 2, 3,…, N . The MLE can be 
represented as (11), 

 =  1  , − ,, − ,
 .  11 

VII. RESULTS AND DISCUSSION 
In this section, we present the results of our experiment, 

followed by a comprehensive discussion. In the laboratory; 
five algorithms exhibit MLE values below 2 m. NB 
demonstrated the lowest error at 1.77 m. The next algorithms 
were SVM, KNN, RF, and LogR with overall errors of 1.79 
m, 1.86 m, 1.94 m, and 1.99m, respectively. With a grid 
dimension of 2 m × 2 m, these algorithms provide reasonable 
accuracy in the laboratory. DT is the only one generating 
errors exceeding 3 m, making it the least accurate in the 
laboratory environment. This low accuracy may be caused by 
the difficulties of DT in selecting the optimal decision during 

Fig. 5. Target Movement Layout 

Fig. 4. Fingerprint Database Construction Map Layout 

branch development, which eventually results in less accurate 
final judgments.  

In the aisle, five of the algorithms used exhibit MLE values 
below 1.25 m where SVM emerges as the best-performing 
algorithm in terms of accuracy, achieving an MLE of 1.06 m. 
In sequence, the algorithms producing MLEs below 1.5 m, 
ranging from the second lowest to the highest, are LogR, RF, 
KNN, and NB, respectively. Lastly, the algorithms with the 
highest errors are DT, which exhibits an error of 
approximately 2 m. Generally, the localization accuracy in the 
aisle surpasses that of the laboratory and classroom, despite 
these rooms having the same grid dimensions. This result 
could be associated with the less complex interior in the aisle 
compared to the other rooms with the same grid layout.  

Within the lobby, the errors in KNN and SVM algorithms 
remain below 3 m. On the other hand, DT exhibits the poorest 
performance, with an MLE surpassing 5 m. Meanwhile, the 
remaining algorithms, including NB, LogR, and RF, yield 
errors of 3.19 m, 3.25 m, and 3.51, respectively. Both KNN 
and SVM show reasonably high accuracy when compared to 
the grid size utilized in the lobby (2 m × 4 m).  

Classroom has many tables and chairs, contributing to a 
setting with complex multipath fading. Within this 
environment, both NB and KNN achieved errors below 2 m. 
SVM and LogR exhibited an error of approximately 2 m, 
slightly surpassing NB and KNN. In contrast to other 
classification algorithms, DT emerged as the least accurate, 
with an error of 4.07 m. Finally, RF demonstrated marginally 
better accuracy than DT, with errors falling below 4 m. 

VIII. CONCLUSION 
In this research, a fingerprint-based indoor localization 

system was developed using Wi-Fi technology. During the 
online phase, six distinct machine learning algorithms, i.e., 
KNN, DT, NB, LogR, SVM, and RF, were employed as 
pattern matching algorithms. These algorithms were assessed 
for their accuracy in localizing a target within four distinct 
rooms, utilizing RSSI data from 11 Wi-Fi APs. The results 
highlighted that KNN, SVM, and NB exhibited the highest 
accuracy, making them suitable pattern matching algorithm 
for multi-room indoor localization. Additionally, LogR 
demonstrated competitive and reasonable localization 
accuracy. Conversely, DT consistently exhibited the poorest 
performance across all rooms. This result could be due to 
numerous decision nodes and leaves, resulting in a convoluted 
structure that fits the training data well. While not excelling 
compared to other ML algorithms due to its reliance on 
multiple DTs, RF exhibited better accuracy than a single DT. 
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branch development, which eventually results in less accurate 
final judgments.  

In the aisle, five of the algorithms used exhibit MLE values 
below 1.25 m where SVM emerges as the best-performing 
algorithm in terms of accuracy, achieving an MLE of 1.06 m. 
In sequence, the algorithms producing MLEs below 1.5 m, 
ranging from the second lowest to the highest, are LogR, RF, 
KNN, and NB, respectively. Lastly, the algorithms with the 
highest errors are DT, which exhibits an error of 
approximately 2 m. Generally, the localization accuracy in the 
aisle surpasses that of the laboratory and classroom, despite 
these rooms having the same grid dimensions. This result 
could be associated with the less complex interior in the aisle 
compared to the other rooms with the same grid layout.  

Within the lobby, the errors in KNN and SVM algorithms 
remain below 3 m. On the other hand, DT exhibits the poorest 
performance, with an MLE surpassing 5 m. Meanwhile, the 
remaining algorithms, including NB, LogR, and RF, yield 
errors of 3.19 m, 3.25 m, and 3.51, respectively. Both KNN 
and SVM show reasonably high accuracy when compared to 
the grid size utilized in the lobby (2 m × 4 m).  

Classroom has many tables and chairs, contributing to a 
setting with complex multipath fading. Within this 
environment, both NB and KNN achieved errors below 2 m. 
SVM and LogR exhibited an error of approximately 2 m, 
slightly surpassing NB and KNN. In contrast to other 
classification algorithms, DT emerged as the least accurate, 
with an error of 4.07 m. Finally, RF demonstrated marginally 
better accuracy than DT, with errors falling below 4 m. 

VIII. CONCLUSION 
In this research, a fingerprint-based indoor localization 

system was developed using Wi-Fi technology. During the 
online phase, six distinct machine learning algorithms, i.e., 
KNN, DT, NB, LogR, SVM, and RF, were employed as 
pattern matching algorithms. These algorithms were assessed 
for their accuracy in localizing a target within four distinct 
rooms, utilizing RSSI data from 11 Wi-Fi APs. The results 
highlighted that KNN, SVM, and NB exhibited the highest 
accuracy, making them suitable pattern matching algorithm 
for multi-room indoor localization. Additionally, LogR 
demonstrated competitive and reasonable localization 
accuracy. Conversely, DT consistently exhibited the poorest 
performance across all rooms. This result could be due to 
numerous decision nodes and leaves, resulting in a convoluted 
structure that fits the training data well. While not excelling 
compared to other ML algorithms due to its reliance on 
multiple DTs, RF exhibited better accuracy than a single DT. 
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Abstract—Recently, Bansal et al. proposed a dual-layer mes-
sage security technique using steganography and cryptography.
An index table maps each text data to an index point and an
elliptic curve point. The text data are encrypted using elliptic
curve cryptography, and the corresponding index values are
embedded in a cover image using the Least Significant Bit
Inversion technique. The proposed paper breaks the security
of the key exchange technique in the Bansal et al. method and
the secret text is extracted.

Index Terms—steganalysis, cryptanalysis, steganography, el-
liptic curve cryptography.

I. INTRODUCTION

Information security refers to the safeguarding of data
while it’s being stored, processed, and sent. Data transmission
was completely transformed by 4G/5G cellular technology
and optical fiber connectivity due to their vastly improved
bandwidth and data rates. The internet has enabled the
widespread transfer of information in the forms of text, pho-
tos, audio, and video [1]. Governments, law enforcement, and
medical facilities are all using multimedia data interchange
for telemedicine and other purposes. There was an increase in
internet traffic during the COVID-19 international lockdown.
While there are many benefits to using the internet, there are
also risks associated with sharing personal information online
[2]. Hackers now have access to a wider variety of tools, mak-
ing it easier for them to steal, modify, or otherwise corrupt
data. This has made data security an extremely difficult but
crucial task for academics [3]. Data security challenges have
been approached from a number of different angles, with
proposals including cryptography and data masking tech-
niques. Cryptography and data masking are two of the most
common methods used to improve the security of confidential
messages transmitted over the Internet. Using cryptography,
sensitive information is transformed into an unintelligible
format that cannot be read by an outsider [4]. Both tradi-
tional encryption methods and Chaos-based approaches are
viable options for performing cryptography [5]. Additionally,
there are many standard techniques for encryption, like Data
Encryption Standard, Advanced Encryption Standard, Rivest
Shamir Adleman algorithm, and so on. In such approaches,
the secret key is first utilized to encrypt the vital information
before embedding [6]. Laiphrakpam et al. [7] proposed a
multiple-image encryption scheme using an amplified chaotic
map. In their method, the input images are gray images
combined into three groups and act as each plane of an

RGB image. Pixel shuffling along the horizontal and vertical
was performed using the amplified sine map. Chaos-based
encryption methods are effective in overcoming standard
encryption techniques’ limitations. Initial encryption keys
in the chaos encryption method are change-sensitive. Thus,
techniques based on chaos offer a more robust cryptography
tool for protecting sensitive information [8]. By encrypting
data and thereby altering its appearance, cryptography is
able to give a high level of protection for the data it
handles. However, the encrypted form of data still leaves it
vulnerable to modification or hacking, therefore cryptography
cannot stand alone as a security measure. The encrypted
form may catch the attention of an eavesdropper, making
this an unsatisfactory technique of data security. Therefore,
data concealing has been frequently employed by researchers
as a means of hiding a message inside another message
so that only the intended receiver can read it and get the
original message [10]. Thus, the current trend is towards
crypto-stego mechanisms, which combine steganography and
cryptography to give data a double layer of security, as shown
in Fig. 1.

Seceret Data
Data encryption
    Algorithm

Cover Data
   Hiding

Encrypted
    Data

Steganography
    Algorithm

Stego DataDual layer security

Fig. 1: Block diagram of dual layer security

Dual security proposes a unified system that combines
the strengths of steganography and cryptography. In the
dual layer security approach, [14], the intended secret data
is first encrypted with the aid of an encryption algorithm.
Then, the encrypted data is concealed within a cover file
utilizing a number of steganographic techniques. Afterward,
they assembled the cover file that would be transmitted. If
a hacker has any worries about the data in the cover file,
he can still extract the cover file, which is encrypted text,
and use an appropriate decryption technique to read the
encrypted message. Therefore, employing both encryption
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Dual security proposes a unified system that combines
the strengths of steganography and cryptography. In the
dual layer security approach, [14], the intended secret data
is first encrypted with the aid of an encryption algorithm.
Then, the encrypted data is concealed within a cover file
utilizing a number of steganographic techniques. Afterward,
they assembled the cover file that would be transmitted. If
a hacker has any worries about the data in the cover file,
he can still extract the cover file, which is encrypted text,
and use an appropriate decryption technique to read the
encrypted message. Therefore, employing both encryption
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and steganography together offers superior security to either
method alone.

Most importantly, many people are drawn to this area
because the combination of cryptography and steganography
increases the security of secret communication. Sharma et al.
[11] proposed employing both cryptography and steganogra-
phy as a double layer of protection. They used a key image to
encrypt a target image, and then they used steganography to
put the encrypted target image. They employed images as a
cover medium in steganography. To facilitate data extraction
on the receiving end, they transmitted both the stego-image
and the key image. Using an additional image as a key always
results in more bandwidth usage and a higher probability
of interception. Sriram et al. [12] using encryption and
steganography to create a double layer of security, which
would allow for uncompromised data transmission even in
the event of a communication channel interruption. Rotor
cipher was employed to encrypt sensitive information, and
2-bit Least Significant Bit (LSB) substitution was utilized
to embed the encrypted data. Karthikeyan et al. [13] used
LSB substitution to conceal a secret message in an image.
In order to increase stability, the buried pixels were picked
in a spiral pattern. The encryption method used in this
case is based on the widely used Data Encryption Standard
(DES) algorithm. However, the cryptographic key handling
mechanism is not highlighted in this approach. Shanthaku-
mari et al. [15] predicted the Least Significant Bit Inversion
(LSBI) computation is a good approach for steganography in
information correspondence, with a higher implanting limit
and very low mutilation between the original and stego-
image. Concerning privileged Intel implanting by dark code
standard, satisfactory security was achieved by constructing
an assurance layer of the cover image and concealing data
that is not visible to the naked eye. This illustrates that
whichever way of compelling executes information inserting
strategies, some trouble, such as implanting limit, security,
and distortion of the first picture, etc., is visible at the end-
product.

II. PRELIMINARIES

To better understand the operations performed in the
Bansal et al. technique, some of the preliminaries are elabo-
rated.

A. Mathematical operation of elliptic curve cryptography

Let Ep : y2 ≡ x3 + ax+ b mod p be an elliptic curve and
point P1 = (x1, y1) and P2 = (x2, y2) ∈ Ep. P1 + P2 =
P3(x3, y3) is computed as:
(i) If the x-coordinate of P1 and P2 are different

m = [(y2 − y1)/(x2 − x1)] mod p (1)

x3 and y3 of P3 is computed as x3 = m2 − x1 − x2

mod p and y3 = m(x1 − x3)− y1 mod p
(ii) If the x-coordinate of P1 and P2 are the same but the

y-coordinate of P1 and P2 are different, then P1 + P2

is given by an identity element known as the point at
infinity denoted as P1 + P2 = ∞.

(iii) If the x and y coordinate of P1 and P2 are same and
the y coordinate is not equal to zero, then

m = (3x2
1 + a)/2y1 (2)

x3 = m2 − 2x1 and y3 = m(x1 − x3)− y1
(iv) If the x and y coordinate of P1 and P2 are same and

the y coordinate is equal to zero, then P1 +P2 is given
by point at infinity denoted as P1 + P2 = ∞.

III. BANSAL et al. MESSAGE SECURITY TECHNIQUE
USING STEGANOGRAPHY AND CRYPTOGRAPHY

Bansal et al. [14] proposed a message-securing technique
using steganography and cryptography. The confidential text
message is encrypted using elliptic curve cryptography as
elliptic curve coordinates. Each coordinate is assigned an
index value. The index table used by Bansal et al. is given
in Table I. It is obtained when the elliptic curve equation is
given by E131 : y2 ≡ x3 + x + 1 mod 131, where a = 1
(coefficient of x), b = 1 and p = 131.

Bansal et al. technique requires sharing of a secret random
number K which is computed using the concept of elliptic
curve Diffie Hellman technique. All the possible symbols
of input data with corresponding elliptic curve coordinates
along with index value are given in Table I. The input data
is enciphered using elliptic curve cryptography, where the
cipher text CTi is given by:

CTi = {IDi +K.PUBR} (3)

where,

IDi: denotes the elliptic curve coordinate for input
symbol i represented in Table I.
K: secretly shared random number using elliptic curve
Diffie Hellman technique.
PUBR: Public key of the receiver.

After obtaining the cipher text CTi for each input symbol,
the corresponding index value (IVi) of CTi is embedded
in the cover image. The steps involved in Bansal et al.
embedding technique are as follows:

1) Import a cover image (CI).
2) Divide the cover image into four equal blocks as CI11,

CI12, CI21 and CI22.
3) The index values (IVi) corresponding to cipher text

CTi are converted to seven bit binary.
4) If the length of binary bits in the above step is odd,

then an extra 0 is padded and divided into two bits
(BBj) each. The possible pattern is {00, 01, 10, 11}.

5) Binarize the pixel values of CI11, CI12, CI21 and
CI22 and store as PV11, PV12, PV11 and PV22 re-
spectively.

6) For each binary bit pattern in (BBj), if the two binary
bit pattern matches the 6th and 7th binary bit in PVk,
k ∈ (11, 12, 21, 22) and the LSB of matching PVk ==
0 then, the remaining LSB of other PVk are set as 1.
If the LSB of matching PVk == 1 then, the remaining
LSB of other PVk are set as 0.
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TABLE I: Index table

Index Message Elliptic curve Index Message Elliptic curve Index Message Elliptic curve

Value Co-ordinate Value Co-ordinate Value Co-ordinate

1 a (0, 1) 33 F (67, 29) 65 @ (2, 81)
2 b (1, 38) 34 G (68, 25) 66 # (7, 73)
3 c (2, 50) 35 H (70, 47) 67 (9, 79)
4 d (7, 58) 36 I (71, 22) 68 % (10, 116)
5 e (9, 52) 37 J (72, 44) 69

∧
(11, 66)

6 f (10, 15) 38 K (73, 26) 70 & (12 118)
7 g (11, 65) 39 L (79, 64) 71 ∗ (16, 107)
8 h (12, 13) 40 M (86, 20) 72 ( (17, 79)
9 i (16, 24) 41 N (88, 19) 73 ) (21, 84)
10 j (17, 52) 42 O (91, 46) 74 - (22, 86)
11 k (21, 47) 43 P (92, 36) 75 _ (24, 116)
12 l (22, 45) 44 Q (96, 37) 76 + (25, 113)
13 m (24, 15) 45 R (97, 15) 77 - (26, 124)
14 n (25, 18) 46 S (102, 39) 78 = (27, 89)
15 o (26, 7) 47 T (105, 52) 79 [ (29, 70)
16 p (27, 42) 48 U (107, 63) 80 ] (0, 69)
17 q (29, 61) 49 V (108, 16) 81 { (33, 83)
18 r (30, 62) 50 W (110, 46) 82 } (34, 68)
19 s (33, 48) 51 X (113, 35) 83 ; (35, 104)
20 t (34, 63) 52 Y (114, 7) 84 ‘ (37, 115)
21 u (35, 27) 53 Z (115, 9) 85 : (39, 127)
22 v (37, 16) 54 1 (117, 16) 86 “ (40, 84)
23 w (39, 4) 55 2 (120, 10) 87 , (43, 77)
24 x (40, 47) 56 3 (121, 63) 88 . (48, 83)
25 y (43, 54) 57 4 (122, 7) 89 < (49, 89)
26 z (48, 48) 58 5 (123, 23) 90 > (50, 83)
27 A (49, 42) 59 6 (124, 31) 91 / (55, 89)
28 B (50, 48) 60 7 (125, 33) 92 ? (58, 80)
29 C (55, 42) 61 8 (127, 44) 93 (61, 85)
30 D (58, 51) 62 9 (128, 44) 94 | (62, 87)
31 E (61, 46) 63 0 (0, 130) 95 - (63, 89)
32 F (62, 44) 64 ! (1, 93) 96 _ (64, 91)

IV. STEGANALYSIS OF BANSAL et al. MESSAGE
SECURITY TECHNIQUE

Kerkhoff’s principle states that the security of an algorithm
lies in the key, not in the algorithm. An algorithm is known
to all. Bansal et al. technique proposed to provide dual
security of text data by using the concept of ECC to generate
cipher data and further hide the information in a cover
image using the LSBI method. The elliptic curve parameter
used by Bansal et al. technique is not large enough to
provide adequate security. The secret key K shared between
the sender and the receiver, the private key of the sender
PRIS and the private key of the receiver PRIR can all be
compromised using naive attack or BSGS attack or PR attack.

A. Extraction of embedded message from cover image em-
bedded using Bansal et al. message security technique

The index value (IVi) corresponding to the cipher text
data can be extracted from the stego-image as no separate
security algorithm is deployed for embedding in the Bansal
et al. technique. To extract the index value (IVi) from the
stego-image, the following steps are to be performed.

1) Divide the stego-image into four equal blocks
SI11, SI12, SI21 and SI22.

2) Extract and store the LSB of SI11, SI12, SI21 and SI22
as LSB11, LSB12, LSB21 and LSB22 respectively.

3) Identify the odd LBSj where j ∈ {11, 12, 21, 22}
and extract the sixth and seventh binary bits from
corresponding SIj .

4) Once all the sixth and seventh binary bits are extracted
from the relevant SIj , the binary bits are converted to
a single list and divided into blocks, each containing
seven bits. Every seven bits are converted to decimal
digits forming the retrieved index value (IVi).

Using Table I, each (IVi) is mapped to corresponding cipher-
text CTi.

B. Cryptanalysis of Bansal et al. technique

The security of elliptic curve cryptography is maintained
by the difficulty of solving the elliptic curve discrete loga-
rithmic problem (ECDLP). Let p, a, b,G be the elliptic curve
parameter for the elliptic curve equation Ep : y2 = x3+ax+b
mod p and G denotes the generator with cyclic order n.
Let the public key of the sender and the receiver be PUBS

and PUBR computed as PRIS .G and PRIR.G respectively
where PRIS and PRIR are the private keys of the sender
and receiver respectively and . denoted elliptic curve point
multiplication operation. PRIS .G is computed as PRIS
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TABLE I: Index table

Index Message Elliptic curve Index Message Elliptic curve Index Message Elliptic curve

Value Co-ordinate Value Co-ordinate Value Co-ordinate

1 a (0, 1) 33 F (67, 29) 65 @ (2, 81)
2 b (1, 38) 34 G (68, 25) 66 # (7, 73)
3 c (2, 50) 35 H (70, 47) 67 (9, 79)
4 d (7, 58) 36 I (71, 22) 68 % (10, 116)
5 e (9, 52) 37 J (72, 44) 69

∧
(11, 66)

6 f (10, 15) 38 K (73, 26) 70 & (12 118)
7 g (11, 65) 39 L (79, 64) 71 ∗ (16, 107)
8 h (12, 13) 40 M (86, 20) 72 ( (17, 79)
9 i (16, 24) 41 N (88, 19) 73 ) (21, 84)

10 j (17, 52) 42 O (91, 46) 74 - (22, 86)
11 k (21, 47) 43 P (92, 36) 75 _ (24, 116)
12 l (22, 45) 44 Q (96, 37) 76 + (25, 113)
13 m (24, 15) 45 R (97, 15) 77 - (26, 124)
14 n (25, 18) 46 S (102, 39) 78 = (27, 89)
15 o (26, 7) 47 T (105, 52) 79 [ (29, 70)
16 p (27, 42) 48 U (107, 63) 80 ] (0, 69)
17 q (29, 61) 49 V (108, 16) 81 { (33, 83)
18 r (30, 62) 50 W (110, 46) 82 } (34, 68)
19 s (33, 48) 51 X (113, 35) 83 ; (35, 104)
20 t (34, 63) 52 Y (114, 7) 84 ‘ (37, 115)
21 u (35, 27) 53 Z (115, 9) 85 : (39, 127)
22 v (37, 16) 54 1 (117, 16) 86 “ (40, 84)
23 w (39, 4) 55 2 (120, 10) 87 , (43, 77)
24 x (40, 47) 56 3 (121, 63) 88 . (48, 83)
25 y (43, 54) 57 4 (122, 7) 89 < (49, 89)
26 z (48, 48) 58 5 (123, 23) 90 > (50, 83)
27 A (49, 42) 59 6 (124, 31) 91 / (55, 89)
28 B (50, 48) 60 7 (125, 33) 92 ? (58, 80)
29 C (55, 42) 61 8 (127, 44) 93 (61, 85)
30 D (58, 51) 62 9 (128, 44) 94 | (62, 87)
31 E (61, 46) 63 0 (0, 130) 95 - (63, 89)
32 F (62, 44) 64 ! (1, 93) 96 _ (64, 91)

IV. STEGANALYSIS OF BANSAL et al. MESSAGE
SECURITY TECHNIQUE

Kerkhoff’s principle states that the security of an algorithm
lies in the key, not in the algorithm. An algorithm is known
to all. Bansal et al. technique proposed to provide dual
security of text data by using the concept of ECC to generate
cipher data and further hide the information in a cover
image using the LSBI method. The elliptic curve parameter
used by Bansal et al. technique is not large enough to
provide adequate security. The secret key K shared between
the sender and the receiver, the private key of the sender
PRIS and the private key of the receiver PRIR can all be
compromised using naive attack or BSGS attack or PR attack.

A. Extraction of embedded message from cover image em-
bedded using Bansal et al. message security technique

The index value (IVi) corresponding to the cipher text
data can be extracted from the stego-image as no separate
security algorithm is deployed for embedding in the Bansal
et al. technique. To extract the index value (IVi) from the
stego-image, the following steps are to be performed.

1) Divide the stego-image into four equal blocks
SI11, SI12, SI21 and SI22.

2) Extract and store the LSB of SI11, SI12, SI21 and SI22
as LSB11, LSB12, LSB21 and LSB22 respectively.

3) Identify the odd LBSj where j ∈ {11, 12, 21, 22}
and extract the sixth and seventh binary bits from
corresponding SIj .

4) Once all the sixth and seventh binary bits are extracted
from the relevant SIj , the binary bits are converted to
a single list and divided into blocks, each containing
seven bits. Every seven bits are converted to decimal
digits forming the retrieved index value (IVi).

Using Table I, each (IVi) is mapped to corresponding cipher-
text CTi.

B. Cryptanalysis of Bansal et al. technique

The security of elliptic curve cryptography is maintained
by the difficulty of solving the elliptic curve discrete loga-
rithmic problem (ECDLP). Let p, a, b,G be the elliptic curve
parameter for the elliptic curve equation Ep : y2 = x3+ax+b
mod p and G denotes the generator with cyclic order n.
Let the public key of the sender and the receiver be PUBS

and PUBR computed as PRIS .G and PRIR.G respectively
where PRIS and PRIR are the private keys of the sender
and receiver respectively and . denoted elliptic curve point
multiplication operation. PRIS .G is computed as PRIS

times point addition of G and PRIR.G is computed as
PRIR times point addition of G. Solving the private key
PRIS and PRIR given the public keys (PUBR, PUBR),
G and the elliptic curve parameters p, a, b,G, n is known as
cryptanalysis on ECDLP. If the cyclic order (n) of a given
elliptic curve equation Ep is small, then a naive attack (NA)
can be performed. Other cryptanalysis techniques on ECDLP
are Baby-step, Giant-step attack (BSGS), and Pollard’s rho
(PR) attack which required

√
n steps. The algorithms for

performing NA, BSGS, and PR are given below:
1) Naive attack on elliptic curve discrete logarithmic

problem: A naive attack is a brute force attack where an
exhaustive search of keys is performed. It is computationally
expensive and feasible only if cyclic over n of the elliptic
curve equation Ep is small.

Algorithm 1: Naive attack on ECDLP
Input: PUBR, G, p, a, b, n
Output: PRIR

1 i=1; while (i ̸= n) do
2 if (iG ̸= PUBR) then
3 i = i+ 1
4 end if
5 else
6 PRIR = i
7 break
8 end if
9 end while

2) BSGS attack on ECDLP: The BSGS attack is a deter-
ministic type of attack on ECDLP that requires

√
n steps and

space for computation. It is feasible for a moderate size of
cyclic over n of the elliptic curve equation Ep.

Algorithm 2: BSGS attack on ECDLP
Input: PUBR, G, p, a, b, n
Output: PRIR

1 Compute an integer m ≥
√
n and solve mG, where mG:

point addition of m times G;
2 for (i=0 to m) do
3 Computer and store iG
4 end for
5 j=0;
6 while (j < m− 1) do
7 if (PUBR − j.m.G ∈ iG) then
8 Break
9 end if

10 else
11 j=j+1
12 end if
13 end while
14 PRIR ≡ i+ j ×m mod n.

3) Pollard’s rho attack on ECDLP: Pollard’s rho attack
is a probabilistic type of attack on ECDLP that requires

√
n

steps. It is feasible for a moderate size of cyclic over n of
the elliptic curve equation Ep.

Using the elliptic curve parameter given in Bansal et al.,
cryptanalysis is done on randomly selected public keys using
naive attack, BSGS attack, and PR attack and the execution
time is recorded in Table II. Once the private keys are

Algorithm 3: Pollard’s rho attack on ECDLP
Input: PUBR, G, p, a, b, n
Output: PRIR

1 Compute P0 = a0.G+ b0.PUBR, where a0 and b0 are
random integers.

2 Define a set of Mi = ai.G+ bi.PUBR, generally i is
around 20 and ai and bi are random integers.

3 Pj+1 = Pj +Mi, where Mi is chosen by taking modulo
(N) on x-coordinate of Pj , where N is the number of
M ′

is.
4 Let Pj = uj .G+ vj .PUBR and Pj+1 = Pj +Mi, then

Pj+1 can be expressed as
Pj+1 = (uj + ai).G+ (vj + bi).PUBR.

5 if (Pj0 == Pi0) then
6 uj0.G+ vj0.PUBR = ui0.G+ vi0.PUBR

7 (uj0 − ui0).G = (vj0 − vi0).PUBR

8 end if
9 Compute d = GCD(vj0 − vi0, n)

10 PRIR ≡ [(vj0 − vi0)
−1 × (uj0 − ui0)] mod n/d

compromised, the secretly shared key K can be computed
and ciphertext CTi can be deciphered

TABLE II: Execution time to crypt-analyze on random key.

Attacks Time taken to retrieve the private key
Naive 0.0156250 Sec.
BSGS 0.0015001 Sec.
PR 0.0016316 Sec.

C. Deciphering of Bansal et al. ciphertext data

Once the secretly shared key K is compromised, the
cipher-text extracted in Section IV-A can be deciphered. The
equation for deciphering is as follows:

Di = CTi −K.PUBR (4)

where, Di: deciphered elliptic curve coordinate. Using Table
I, the Di are mapped to corresponding symbols, and the
secret message is revealed.

V. SIMULATION

The simulation of the proposed steganalysis is performed
using Wolfram Mathematica on an 11th-generation Intel core
i7 @ 2.8GHz laptop with 16GB RAM. The cover image used
in the steganalysis is obtained from the USC SIPI image
database [17]. Some of the sample standard images are shown
in Fig. 2. The elliptic curve parameter given in Bansal et
al. is also used for the proposed steganalysis. The cover
image, the plain message, its corresponding encrypted plain
message using ECC, and the index value corresponding to
the encrypted ECC points are shown in Table IV. Further,
the stego image, extracted index, the deciphered elliptic curve
data, and the corresponding plain messages are also shown
in Table V. To determine the changes between the cover
image and the stego image, PSNR is computed for the sample
images used in the simulation and is obtained as 86.99 dB,
87.06 dB, 86.69 dB, and 88.62 dB respectively.
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(a) (b)

(c) (d)

Fig. 2: Sample images from SIPI database: (a) Baboon (b)
Peppers (c) Clock (d) Sailboat on lake.

SI11

SI21

SI12

SI22

Fig. 3: Decomposition of pepper image in four equal parts.

1) Extraction of cipher index: The stego-image is divided
into four equal blocks (SI11, SI12, SI21, SI22) as shown
in Fig. 3. Then, the embedded index values are extracted
by following the procedures as in Section IV-A. The pixel
values in each block (SI11, SI12, SI21, SI22) are binarized
to a length of eight bits with 0’s padding if necessary. Some
sample possible cases for extraction of the bits at the sixth
and the seventh binary bits based on odd LSBs are given in
Table III.

The extracted binary bits are divided into blocks of seven
bits each (0010011, 1010001, ...). Each block is converted to
an integer which represents the index in Table I.

2) Deciphering the embedded message: The embedded
cipher index values are then mapped to their corresponding
elliptic curve coordinate points using the index Table I. For
eg, 00100112→ 19, the elliptic curve coordinates (33, 48)
will be selected. The secret private keys are also extracted
using any of the Algorithm 1, 2, or 3. Further, elliptic curve
point subtraction is performed to obtain the input elliptic
curve points. Finally, the elliptic curve points are mapped

TABLE III: Sample Bits information extraction. (Underlined
bits indicate the odd LSB bits. The bold bits are the extracted
sixth and seventh bits.)

SI11 SI12 SI21 SI22 Extracted bits
10101011 11010000 11011001 11101101 00
10100111 11010000 11001011 11001110 No odd LSB
10111010 11010000 11101000 10110110 No odd LSB
10111001 11010011 11100100 10110111 10
10111111 11001111 11100101 10111010 01
10111110 11010001 11100101 11001111 11
11000000 11010000 11100110 01011011 01
11000110 11001100 00101001 11100110 00
11100110 10001011 11001100 11000110 01

to their corresponding characters using the index table.

TABLE IV: Cover Image, Plain message, Encrypted plain
message using ECC and Index value.

Cover Plain Encrypted Index
Image Message ECC points Value

NITS
{(115, 9), (124, 31),
(10, 15), (33, 48)} {53, 59, 6, 19}

0976
{(72, 87), (17, 52),
(39, 4), (26, 124)} {101, 10, 23, 77}

@% ∗+
{(96, 37), (115, 122),
(7, 58), (70, 47)} {44, 118, 4, 35}

Kl@9
{(128, 87), (9, 52),
(96, 37), (17, 52)} {127, 5, 44, 10}

TABLE V: Stego Image, Extracted index, Deciphered elliptic
curve data, Corresponding plain message.

Stego Extracted Deciphered Secret
Image index elliptic curve point text

{53, 59, 6, 19}
{(86, 20), (70, 47),
(102, 39), (97, 15)} NITS

{101, 10, 23, 77}
{(72, 87), (17, 52),
(39, 4), (26, 124)} 0976

{44, 118, 4, 35}
{(1, 93), (9, 79), (12,
118), (24, 116)} @% ∗+

{127, 5, 44, 10}
{(72, 44), (115, 9), (1,
93), (127, 8)} Kl@9
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in Fig. 3. Then, the embedded index values are extracted
by following the procedures as in Section IV-A. The pixel
values in each block (SI11, SI12, SI21, SI22) are binarized
to a length of eight bits with 0’s padding if necessary. Some
sample possible cases for extraction of the bits at the sixth
and the seventh binary bits based on odd LSBs are given in
Table III.

The extracted binary bits are divided into blocks of seven
bits each (0010011, 1010001, ...). Each block is converted to
an integer which represents the index in Table I.

2) Deciphering the embedded message: The embedded
cipher index values are then mapped to their corresponding
elliptic curve coordinate points using the index Table I. For
eg, 00100112→ 19, the elliptic curve coordinates (33, 48)
will be selected. The secret private keys are also extracted
using any of the Algorithm 1, 2, or 3. Further, elliptic curve
point subtraction is performed to obtain the input elliptic
curve points. Finally, the elliptic curve points are mapped

TABLE III: Sample Bits information extraction. (Underlined
bits indicate the odd LSB bits. The bold bits are the extracted
sixth and seventh bits.)

SI11 SI12 SI21 SI22 Extracted bits
10101011 11010000 11011001 11101101 00
10100111 11010000 11001011 11001110 No odd LSB
10111010 11010000 11101000 10110110 No odd LSB
10111001 11010011 11100100 10110111 10
10111111 11001111 11100101 10111010 01
10111110 11010001 11100101 11001111 11
11000000 11010000 11100110 01011011 01
11000110 11001100 00101001 11100110 00
11100110 10001011 11001100 11000110 01

to their corresponding characters using the index table.

TABLE IV: Cover Image, Plain message, Encrypted plain
message using ECC and Index value.

Cover Plain Encrypted Index
Image Message ECC points Value

NITS
{(115, 9), (124, 31),
(10, 15), (33, 48)} {53, 59, 6, 19}

0976
{(72, 87), (17, 52),
(39, 4), (26, 124)} {101, 10, 23, 77}

@% ∗+
{(96, 37), (115, 122),
(7, 58), (70, 47)} {44, 118, 4, 35}

Kl@9
{(128, 87), (9, 52),
(96, 37), (17, 52)} {127, 5, 44, 10}

TABLE V: Stego Image, Extracted index, Deciphered elliptic
curve data, Corresponding plain message.

Stego Extracted Deciphered Secret
Image index elliptic curve point text

{53, 59, 6, 19}
{(86, 20), (70, 47),
(102, 39), (97, 15)} NITS

{101, 10, 23, 77}
{(72, 87), (17, 52),
(39, 4), (26, 124)} 0976

{44, 118, 4, 35}
{(1, 93), (9, 79), (12,
118), (24, 116)} @% ∗+

{127, 5, 44, 10}
{(72, 44), (115, 9), (1,
93), (127, 8)} Kl@9

VI. DISCUSSION

From the simulation results, it is shown that the proposed
steganalysis can successfully retrieve the secret data by an
adversary from the cover image.

Issues in Bansal et al. technique.
1) The elliptic curve parameter chosen is not a standard

parameter and has got a small cyclic order. So, a
cryptanalysis is possible for the elliptic curve parameter
chosen by Bansal et al.

2) Many of the elliptic curve points are not invertible.
Bansal et al. algorithm will not work when the inverse
cannot be computed.

3) The number of points given in Table I that are assigned
with an index value is less than the actual number of
points. When an encrypted point falls to an elliptic
curve not in Table I, an issue arises as the missing
index value must be embedded in the cover image.

4) The algorithm given in Bansal et al. embedding tech-
nique needs to consider the case of false positives
during extraction. For instance, the possibility arises
that LSB patterns from the four blocks can be {0001
or 0010 or 0100 or 1000 or 0111 or 1011 or 1101
or 1110} with secret data pattern {00 or 01 or 10 or
11} not matching any of the four divided blocks. In
such cases, false positive extraction of the 6th and 7th

bit pattern occurs resulting in incorrect encrypted data
extraction.

VII. CONCLUSION

The encryption technique adopted by Bansal et al. is based
on the concepts of ECC. The security of elliptic curve-based
cryptographic schemes relies on the presumed computational
infeasibility of solving the ECDLP. However, the elliptic
curve parameters adopted in the Bansal et al. method were
too small to withstand certain general discrete log attacks.
Some of the issues related to the Bansal et al. method such
as invertible issues, missing index values, and false positive
extraction are highlighted. Cryptanalysis and Steganalysis
were successfully performed and the secret text was recov-
ered from the dual-layer security. A possible solution will
be to use standard elliptic curve parameters suggested by
standard organizations like NIST [18] or Brainpool [19] that
can resist naive, BSGS, or Pollard’s rho attack. Using the
standard elliptic curve parameters will increase security and
prevent the attacks but future research can be carried out by
considering the issue of embedding numerically large elliptic
curve points in the cover data. Moreover, improvement can be
made by removing the concept of the static index table and
embedding data at random coordinates of the cover image
using a random coordinate generator.
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Abstract—We propose an integration framework for
a wargame prototype using the modern game engine -
Unreal Engine. This wargame functions as a simulation
tool for strategy training, strategy testing, and simulating
enemy forces like warships, aircraft, and weapons. Existing
wargames come in proprietary and free versions. The
former is often expensive and exclusive due to security
reasons, while developing a functional wargame is complex,
requiring various technological components such as a
physics system and artificial intelligence (AI). To overcome
these challenges, we propose a rapid prototype using Unreal
Engine. This approach leverages advanced technology and
ensures the prototype is ready for future upgrades when
new versions of the game engine are released. We evaluate
the prototype’s system capabilities and expert assessments.

Index Terms—Wargame, Game prototyping, Unreal En-
gine, Real-Time Strategy (RTS)

I. INTRODUCTION

For national security, especially in the military, war
strategies are periodically refined for thorough officer
preparation. Training occurs physically and virtually.
Physical training offers realism but demands significant
preparation and expenses. Virtual training excels in gen-
erating secure dynamic scenarios, serving as preparation
before physical exercises. The Royal Thai Navy uses the
Naval Wargame Simulator 980 (NWS 980) for virtual
training, originating from the now-discontinued open-
source platform Global Conflict Blue 2 (GCB2). This
poses challenges for future core wargame improvements.

Creating a robust combat simulation system is a
formidable challenge. It involves intricate convergence
of detailed weapon models, dynamic cartography, strate-
gic formulations, and cutting-edge artificial intelligence.
Adding online multiplayer capabilities adds complexity.
Fortunately, a modern game engine like Unreal Engine
offers advanced simulation tech, high-quality graphics,
robust networking, and state-of-the-art AI. This makes
it perfect for crafting real-time naval warfare strategy

games. Using a modern game engine accelerates devel-
opment, as demonstrated in [1]–[5].

In this paper, we present a wargame prototype utilizing
Unreal Engine for naval warfare simulation, encompass-
ing all essential elements. This is based on interviews
conducted with a group of senior navy officers who are
experts in wargame simulation. We leverage public data
from the Royal Thai Navy, including ships, missiles,
and weapons, as the foundation for developing 3D game
assets. Note that we do not cover army and air battles in
this research. Our focus is prototyping the navy wargame
(NWS 980) using a modern game engine. However, the
prototype can extend to other warfare fields with more
assets and configurations.

The paper is organized as follows: Section II explains
existing wargames and related tools, while Section III
elaborates on the design and development process. The
following Section IV details the experiments and results.
Lastly, Section V provides a summary of the conclusion
and future work.

II. RELATED WORKS

In this section, we provide details about the real-time
strategy (RTS) game genre to which the wargame be-
longs, along with specifics about the wargame simulator.
Finally, we discuss existing notable wargames.

A. Real-time Strategy Game (RTS)
A Real-Time Strategy Game (RTS) is a subgenre of

strategy games where players make decisions and control
units in real time [6], [7]. The goal is to strategize,
manage units, and engage in battles against opponents.
Players construct units, gather resources, and use tactics
to defeat enemies. RTS games often feature multiplayer
modes where players interact, cooperate, or compete,
fostering social communication and engagement. This
genre is known for its dynamic gameplay and requires
quick thinking and resource management for success.
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Abstract—We propose an integration framework for
a wargame prototype using the modern game engine -
Unreal Engine. This wargame functions as a simulation
tool for strategy training, strategy testing, and simulating
enemy forces like warships, aircraft, and weapons. Existing
wargames come in proprietary and free versions. The
former is often expensive and exclusive due to security
reasons, while developing a functional wargame is complex,
requiring various technological components such as a
physics system and artificial intelligence (AI). To overcome
these challenges, we propose a rapid prototype using Unreal
Engine. This approach leverages advanced technology and
ensures the prototype is ready for future upgrades when
new versions of the game engine are released. We evaluate
the prototype’s system capabilities and expert assessments.

Index Terms—Wargame, Game prototyping, Unreal En-
gine, Real-Time Strategy (RTS)

I. INTRODUCTION

For national security, especially in the military, war
strategies are periodically refined for thorough officer
preparation. Training occurs physically and virtually.
Physical training offers realism but demands significant
preparation and expenses. Virtual training excels in gen-
erating secure dynamic scenarios, serving as preparation
before physical exercises. The Royal Thai Navy uses the
Naval Wargame Simulator 980 (NWS 980) for virtual
training, originating from the now-discontinued open-
source platform Global Conflict Blue 2 (GCB2). This
poses challenges for future core wargame improvements.

Creating a robust combat simulation system is a
formidable challenge. It involves intricate convergence
of detailed weapon models, dynamic cartography, strate-
gic formulations, and cutting-edge artificial intelligence.
Adding online multiplayer capabilities adds complexity.
Fortunately, a modern game engine like Unreal Engine
offers advanced simulation tech, high-quality graphics,
robust networking, and state-of-the-art AI. This makes
it perfect for crafting real-time naval warfare strategy

games. Using a modern game engine accelerates devel-
opment, as demonstrated in [1]–[5].

In this paper, we present a wargame prototype utilizing
Unreal Engine for naval warfare simulation, encompass-
ing all essential elements. This is based on interviews
conducted with a group of senior navy officers who are
experts in wargame simulation. We leverage public data
from the Royal Thai Navy, including ships, missiles,
and weapons, as the foundation for developing 3D game
assets. Note that we do not cover army and air battles in
this research. Our focus is prototyping the navy wargame
(NWS 980) using a modern game engine. However, the
prototype can extend to other warfare fields with more
assets and configurations.

The paper is organized as follows: Section II explains
existing wargames and related tools, while Section III
elaborates on the design and development process. The
following Section IV details the experiments and results.
Lastly, Section V provides a summary of the conclusion
and future work.

II. RELATED WORKS

In this section, we provide details about the real-time
strategy (RTS) game genre to which the wargame be-
longs, along with specifics about the wargame simulator.
Finally, we discuss existing notable wargames.

A. Real-time Strategy Game (RTS)
A Real-Time Strategy Game (RTS) is a subgenre of

strategy games where players make decisions and control
units in real time [6], [7]. The goal is to strategize,
manage units, and engage in battles against opponents.
Players construct units, gather resources, and use tactics
to defeat enemies. RTS games often feature multiplayer
modes where players interact, cooperate, or compete,
fostering social communication and engagement. This
genre is known for its dynamic gameplay and requires
quick thinking and resource management for success.
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B. War Game Simulator

Simulation involves imitating real-world processes or
scenarios to replicate key features, behaviors, or appear-
ances. In the context of strategy and training, a Wargame
Simulator serves as a valuable tool for planning battles,
testing strategies, and simulating enemy forces such as
warships, aircraft, and weapons. This simulation enables
factions to execute real-like strategies and employ virtual
weapons to engage opponents. On a more professional
level, Professional War Games, or Professional Wargam-
ing, provide realistic war simulations used by military or-
ganizations to train officers in strategic decision-making,
develop new tactics, and anticipate future warfare trends
[8], [9]. These simulations contrast with recreational war
games played for entertainment, emphasizing practical
training and accurate battlefield insights [10]–[12].

C. Existing War Simulation Games

Virtual Battlespace 4 (VBS4) takes the lead as a
prime selection for professional military training [13].
Its exceptional realism and customization capabilities
make it an invaluable tool for honing skills. Built to
accurately replicate real-world scenarios, VBS4 plays a
vital role in tactical and strategic exercises. However,
its robust features come with a higher cost, attributed
to licensing and customization fees. This expenditure
is often justified by the platform’s ability to create im-
mersive training environments that closely mirror actual
operational settings.

Alternatively, open-source and freemium alternatives
present themselves. The World Digital Combat Simulator
(DCS) is one of the most realistic air combat simulators
to date and is available for free on STEAM (a popular
gaming platform) [14]. The DCS adopts a unique model,
combining free base content with purchasable modules.
It’s an ideal choice for aviation enthusiasts and gamers
looking for a realistic experience across various combat
scenarios.

Global Conflict Blue 2 (GCB2), an open-source plat-
form, is tailored for naval and underwater combat
simulation. Particularly advantageous for enthusiasts,
schools, and smaller organizations, GCB2 encourages
community-driven customization. It’s important to note
that GCB2 also serves as a foundational component
of the Naval Wargame Simulator 980 (NWS 980), de-
veloped by the Royal Thai Navy for internal training
purposes. Regrettably, it’s worth noting that GCB2 has
been discontinued. Its infrastructure struggles to keep
pace with modern technology demands, hindering im-
provements and updates. This limitation underscores the
dynamic nature of simulation software development, as
platforms must continually evolve to remain relevant and
effective.

We build our prototype upon the features of NWS
980, GCB2, and DCS. The development of the prototype
takes place using Unreal Engine 4, incorporating relevant
sub-technologies to achieve the necessary features.

III. METHODS: GAME DESIGN AND DEVELOPMENT

This section presents the game design and develop-
ment methodology. The design process begins with user
inquiries gathered from various public data resources,
the NWS 980 system, and interviews with navy officers.
Subsequently, game design elements are adopted to final-
ize the game concept. The development path outlines the
wargame system’s structure as well as its technological
components.

A. Game Requirements and Design

We gather game data from various sources, including
public data, existing games like DCS and NWS 980,
and interviews with senior navy officers from the Royal
Thai Navy. The data requirements are substantial, and
after careful consideration, we narrow our focus to
creating a proof of concept prototype centered around
ship deployment. This prototype will enable trainees
to strategize with their teams to achieve victory in the
wargame. Details are provided below.

• Diverse Boat Types with Unique Attributes: Ex-
ploring warships, cargo ships, fishing boats, armed
fishing boats, and Dana Boats, each offering distinct
strategic attributes.

• Standardized Ship Symbols for Visual Clarity:
Game employs standardized ship symbols aligned
with Naval Tactical Data System (NTDS) standards
[15], enhancing understanding of ship ownership,
enemy presence, neutrality, and unidentified status.

• Balanced Strategy and Action: Players manage ship
features, utilizing sensors and weapons to engage
diverse targets, enhancing tactical depth by combin-
ing theory and practice for realistic strategic think-
ing. Additionally, the battle scenario can be divided
into three possible factions: alliance, hostile, and
neutral. Each ship can be assigned to one of these
factions. The game allows users to deploy ships
based on their assignments.

• Game Objective: The goal of the wargame is to
achieve victory in battle by employing team strate-
gies within dynamic scenarios. For instance, the
battles encompass activities such as attacking the
hostiles, which includes details such as hostile
validation, deploying guided missiles and guns,
utilizing sensors such as sonar, and enabling an
automatic defense system based on AI, etc.

• Game Balance: We assess game balance using
Jesse Schell’s framework [16], focusing on dimen-
sions like fairness, meaningful choices, skill versus
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chance, and competition versus cooperation. The
game emphasizes strategic thinking over physical
skills, offers both simple and complex gameplay,
and incorporates unique ship abilities for depth. Our
study explores how these aspects interact to shape
the gaming experience.

• Game Procedure: The host creates a session (room),
and the client joins it. Once both are in the room,
the simulation begins. Here’s a brief summary of
the user-host relationship:

– Room Owners: They shape the gaming experi-
ence by starting rooms and gameplay sessions.
They control in-game time and can end ses-
sions.

– Users: They seamlessly join rooms, choose
factions, control troop movement, and launch
attacks. They strategically position troops, ac-
cess unit details, change camera views, and
leave rooms.

By organizing these functions in these pathways,
we ensure a unified and exciting gameplay experi-
ence known for its strategic depth and immersive
interaction.

B. Game Assets and Map

For realism, we have collected a range of ship and
weapon data from the Royal Thai Navy’s public data,
covering 8 ship categories, 4 missile types, and 12 naval
gun variants. Our detailed 3D modeling process ensures
authenticity through precise prototypes and textures,
enhancing war simulations with variety.

The process of developing a 3D model begins by
selecting a real object (data), such as a ship, from
the available data. We thoroughly examine the ship’s
specifications, including dimensions and capabilities.
Next, the model is created using software like Maya,
which involves the UV spreading step (projecting the 3D
model’s surface onto a 2D image for texture mapping),
before sending the texture to Substance Painter. Ulti-
mately, the model is seamlessly integrated into Unreal
Engine as a 3D asset. Fig. 1 and Fig. 2 illustrate the 3D
modeling development process of a ship and a weapon,
respectively. To shape the 3D landscapes, we employ
tools like World Creator, drawing inspiration from the
Java Sea (refer to Fig. 3). These maps are smoothly
integrated into Unreal Engine and enhanced with refined
materials to achieve a sense of realism. As a result, we
have created 3D models of 17 ships and 22 weapons
available for use in simulations. Ship, missile, and naval
gun types are detailed in Tables I, II, and III, respectively.
Note that units are mixed based on data nature, e.g.,
using both miles and kilometers in these tables.

Fig. 1: Example: HTMS Bhumibol Adulyadej Frigate-
Class Ship 3D Model Development

(a) MK45 Mod 2 Gun (b) C-801 missile

(c) C-801 Missile Tube (d) Harpoon Block II Tube

Fig. 2: Example: Missile and Gun 3D Model Develop-
ment

C. Game Development

1) System Architecture: In our simulated game setup,
the functionality is divided between two essential com-
ponents: the server and the client. These two entities
work in tandem to create a seamless and engaging
gaming experience. Each component has specific roles
that contribute to the overall operation of the game.

• Server Role: The server assumes the role of manag-
ing game sessions. It acts as the central hub of con-
trol, orchestrating various aspects of the gameplay.
This includes initiating game sessions, maintaining
game rules, and overseeing the passage of in-game
time. By holding the authoritative position in the
game, the server ensures that the rules are upheld
consistently across all players and sessions. This is
crucial for creating a fair and balanced environment
that offers players an equal opportunity to engage
in the game.

• Client Role: On the other hand, the client plays a
pivotal role in providing players with access to the
game. Players effortlessly join the game sessions
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chance, and competition versus cooperation. The
game emphasizes strategic thinking over physical
skills, offers both simple and complex gameplay,
and incorporates unique ship abilities for depth. Our
study explores how these aspects interact to shape
the gaming experience.

• Game Procedure: The host creates a session (room),
and the client joins it. Once both are in the room,
the simulation begins. Here’s a brief summary of
the user-host relationship:

– Room Owners: They shape the gaming experi-
ence by starting rooms and gameplay sessions.
They control in-game time and can end ses-
sions.

– Users: They seamlessly join rooms, choose
factions, control troop movement, and launch
attacks. They strategically position troops, ac-
cess unit details, change camera views, and
leave rooms.

By organizing these functions in these pathways,
we ensure a unified and exciting gameplay experi-
ence known for its strategic depth and immersive
interaction.

B. Game Assets and Map

For realism, we have collected a range of ship and
weapon data from the Royal Thai Navy’s public data,
covering 8 ship categories, 4 missile types, and 12 naval
gun variants. Our detailed 3D modeling process ensures
authenticity through precise prototypes and textures,
enhancing war simulations with variety.

The process of developing a 3D model begins by
selecting a real object (data), such as a ship, from
the available data. We thoroughly examine the ship’s
specifications, including dimensions and capabilities.
Next, the model is created using software like Maya,
which involves the UV spreading step (projecting the 3D
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mately, the model is seamlessly integrated into Unreal
Engine as a 3D asset. Fig. 1 and Fig. 2 illustrate the 3D
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respectively. To shape the 3D landscapes, we employ
tools like World Creator, drawing inspiration from the
Java Sea (refer to Fig. 3). These maps are smoothly
integrated into Unreal Engine and enhanced with refined
materials to achieve a sense of realism. As a result, we
have created 3D models of 17 ships and 22 weapons
available for use in simulations. Ship, missile, and naval
gun types are detailed in Tables I, II, and III, respectively.
Note that units are mixed based on data nature, e.g.,
using both miles and kilometers in these tables.

Fig. 1: Example: HTMS Bhumibol Adulyadej Frigate-
Class Ship 3D Model Development

(a) MK45 Mod 2 Gun (b) C-801 missile

(c) C-801 Missile Tube (d) Harpoon Block II Tube
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C. Game Development

1) System Architecture: In our simulated game setup,
the functionality is divided between two essential com-
ponents: the server and the client. These two entities
work in tandem to create a seamless and engaging
gaming experience. Each component has specific roles
that contribute to the overall operation of the game.

• Server Role: The server assumes the role of manag-
ing game sessions. It acts as the central hub of con-
trol, orchestrating various aspects of the gameplay.
This includes initiating game sessions, maintaining
game rules, and overseeing the passage of in-game
time. By holding the authoritative position in the
game, the server ensures that the rules are upheld
consistently across all players and sessions. This is
crucial for creating a fair and balanced environment
that offers players an equal opportunity to engage
in the game.

• Client Role: On the other hand, the client plays a
pivotal role in providing players with access to the
game. Players effortlessly join the game sessions

TABLE I: Summary of Ship Types and Key Features

No. Ship Type Displacement Dimensions Speed Operational
Range

1 HTMS Tapee Frigates 1,079 - 1,125
tons

L 82.5m, W
9.9m, D 4.2m Max 20 knots Max 2,400

miles

2 HTMS Chao Phraya Frigates 1,676 - 1,924
tons

L 102.87m,
W 11.36m, D
3.1m

Max 30 knots Max 3,500
miles

3 HTMS Bhumibol Adulyadej Frigates 3,700 tons L 124.10m, W
14.40m, D 8m Max 33.3 knots Max 4,000

miles

4 HTMS Naresuan Frigates 2,985 tons L 120.50m, W
13.70m, D 6m Max 32 knots Max 4,000

miles

5 Corvettes of Rattanakosin 840 - 960 tons L 76.8m, W
9.6m, D 4.5m Max 24 knots Max 3,568

miles

6 Anti-submarine patrol boats of HTMS Khamronsindhu 475 tons L 62m, W
8.22m, D 4.5m Max 25 knots Max 2,850

miles

7 Offshore patrol boats of HTMS Pattani 1,635 tons L 94.5m, W
11.8m, D 3.3m Max 25 knots Max 3,500

miles

8 Medium range patrol boats of HTMS Sattahip 260 - 300 tons L 50.14m, W
7.28m, D 2.8m Max 22 knots Max 2,500

miles

TABLE II: Summary of Guided Missile Types

No. Guided Missile Description Operating Range

1 AGM-84 Harpoon Surface-to-surface and air-to-ground missile, active homing, targets surface warships,
multiple launch platforms. 124 km

2 C-801 Subsonic anti-ship missile, low altitude flight, mounted on ships and subs. 42 km
3 C-802A Subsonic anti-ship missile, low altitude flight, turbojet engine, various platforms. 120 km

4 RIM-162 ESSM Medium-range surface-to-air missile, ship protection, vertical launch systems VLS
installation. 92 km

TABLE III: Summary of Navy Guns and Key Features

No. Gun Name Details Range Rate of Fire
1 Type 79 100mm 100mm barrel, twin barrel 22 km 60 rounds/min
2 Navy gun H/PJ33 100mm New turret design, stealth feature 22 km 60 rounds/min
3 Type 76 37mm First anti-aircraft turret, 37mm muzzle 8 km 180 rounds/min
4 Type 76A 37mm Twin-barreled gun 8 km 240 rounds/min
5 OTO Melara 76mm Single-barreled 16 km 120 rounds/min
6 OTO Melara 40L70 Twin-barreled 12 km 600 rounds/min
7 OTO Melara 40L70 Single-barreled, similar to Dual Platform 12 km 300 rounds/min
8 OTO Melara 76mm Super Rapid Based on OTO Melara 70/62C 16 km 120 rounds/min
9 Mk-15 Phalanx Block 1B CIWS Close-range defense 4 km 3000 – 4500 rounds/min

10 DS30M Mk2 30mm caliber, close-range naval defense, automatic tur-
ret 5.1 km 200 rounds/min

11 Mk 45 Mod 2 5-inch Fires a 5-inch barrel, surface warships, aircraft, coastal
targets 27 km 20 rounds/min

12 Breda-Mauser 30mm Defends against surface and air targets 2.5 km 800 rounds/min

set up by the server. Once they are part of a
session, they become participants in the immersive
world of the game. While the server handles the
mechanics and rules of the game, the client side is
responsible for delivering an interactive and visually
rich experience to the players. This includes render-
ing graphical elements, facilitating user interactions,
and displaying the results of their actions.

Fig. 4 visually represents the dynamic relationship
between these two components. The server’s role in
managing sessions and maintaining game integrity is
demonstrated, while the clients’ role in delivering the
game experience to individual players is also highlighted.

Note that while the server manages game rules, ensur-

ing a consistent and authoritative game environment, the
client’s responsibility lies in providing players with the
means to interact with the game world and experience
its visual and interactive elements. This division of roles
between the server and the client is crucial for creating a
cohesive and enjoyable gameplay experience that com-
bines rule-based mechanics with immersive interactivity.

2) Game Elements: The major game elements in this
prototype are the gameplay framework, ship deployment,
missile and weapon configuration, radar system, and
artificial intelligence aid for battle strategy. We utilize
Unreal Engine 4.27 features for this rapid prototype.
Programming in Unreal Engine can be approached in two
different ways: Visual Scripting, known as Blueprint, or
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Fig. 3: Example: Map Integration in Unreal Engine

Fig. 4: Game System Architecture: Server and Client
Model

traditional coding in C++. We adopt Blueprint scripting
because it’s suitable for prototyping games and avoids
non-optimized outcomes due to a lack of skill in C++
programming. It’s important to note that performance-
wise, both programming techniques are comparable
across most of the game engine’s features. Further details
are provided below.

• Gameplay Framework: This element manages all
input/output interactions, game sessions, game
rules, and related functional game features.

• Ship Deployment: It handles the allocation of ships,
assigning them to alliances, hostiles, or neutrals. In
a real scenario, open seas have different types of
ships, enabling the wargame to create dynamic sce-
narios where ships can belong to various factions,
requiring the right strategies to achieve training
objectives. This also covers general configurations
like ship type, position, movement direction, speed,
etc.

• Missile and Weapon Configuration: This part man-
ages how guided missiles and weapons installed on
each type of ship are utilized.

• Radar System: Both naval bases and ships have
defense radar systems that can be configured, in-
cluding aspects like radius and secret frequency or
code for faction validation.

• Artificial Intelligence Aid for Battle Strategy: This
feature lets players utilize automatic tasks that align
with their battle strategy. For instance, it can auto-
matically control defense systems, missile systems,
or targeting systems. Once the system is fully set
up, the AI takes control of all simulated objects
accordingly. Additionally, to validate strategies, the
host can accelerate the simulation up to 7 times to
expedite battle results.

To make the game realistic, we develop these elements
by utilizing available sub-systems in Unreal Engine, such
as the Physics engine to simulate the laws of physics or
Level of Detail (LOD) to optimize graphics’ realism.
Structuring our code as described above allows us to
improve any part of the system freely. For example, to
enhance missile projectile calculation, we can focus on
the physics engine part only. Additionally, in case of the
game engine releasing a new version, we can effectively
integrate the up-to-date version into our existing proto-
type.

IV. EXPERIMENT AND RESULT

We conducted two experiments: system testing and
expert assessments. The first experiment aimed to eval-
uate the system’s overall performance and capabilities
in a scenario involving 15 players. This was achieved
by using an Ethernet network system to engage with
over 50 warships simultaneously, as shown in Fig.5. It’s
important to note that each player can deploy as many
ships as they want. Notably, the results revealed no issues
related to simulation performance or client control during
the simulation. Fig.6 illustrates the network performance
during a test involving 15 users and approximately 80
ships. Outgoing bandwidth increases as more ships are
added, without network disruptions. After 6,000 frames,
average outgoing bandwidth reaches 12.7 KB/s, with a
peak of approximately 30 KB/s.

Fig. 5: Experiment Setup: 15 Players and Over 50 Ship
Deployments

The latter aims to gather the opinions of three se-
nior navy officers with specialized knowledge in naval
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Fig. 4: Game System Architecture: Server and Client
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traditional coding in C++. We adopt Blueprint scripting
because it’s suitable for prototyping games and avoids
non-optimized outcomes due to a lack of skill in C++
programming. It’s important to note that performance-
wise, both programming techniques are comparable
across most of the game engine’s features. Further details
are provided below.

• Gameplay Framework: This element manages all
input/output interactions, game sessions, game
rules, and related functional game features.

• Ship Deployment: It handles the allocation of ships,
assigning them to alliances, hostiles, or neutrals. In
a real scenario, open seas have different types of
ships, enabling the wargame to create dynamic sce-
narios where ships can belong to various factions,
requiring the right strategies to achieve training
objectives. This also covers general configurations
like ship type, position, movement direction, speed,
etc.

• Missile and Weapon Configuration: This part man-
ages how guided missiles and weapons installed on
each type of ship are utilized.

• Radar System: Both naval bases and ships have
defense radar systems that can be configured, in-
cluding aspects like radius and secret frequency or
code for faction validation.

• Artificial Intelligence Aid for Battle Strategy: This
feature lets players utilize automatic tasks that align
with their battle strategy. For instance, it can auto-
matically control defense systems, missile systems,
or targeting systems. Once the system is fully set
up, the AI takes control of all simulated objects
accordingly. Additionally, to validate strategies, the
host can accelerate the simulation up to 7 times to
expedite battle results.

To make the game realistic, we develop these elements
by utilizing available sub-systems in Unreal Engine, such
as the Physics engine to simulate the laws of physics or
Level of Detail (LOD) to optimize graphics’ realism.
Structuring our code as described above allows us to
improve any part of the system freely. For example, to
enhance missile projectile calculation, we can focus on
the physics engine part only. Additionally, in case of the
game engine releasing a new version, we can effectively
integrate the up-to-date version into our existing proto-
type.

IV. EXPERIMENT AND RESULT

We conducted two experiments: system testing and
expert assessments. The first experiment aimed to eval-
uate the system’s overall performance and capabilities
in a scenario involving 15 players. This was achieved
by using an Ethernet network system to engage with
over 50 warships simultaneously, as shown in Fig.5. It’s
important to note that each player can deploy as many
ships as they want. Notably, the results revealed no issues
related to simulation performance or client control during
the simulation. Fig.6 illustrates the network performance
during a test involving 15 users and approximately 80
ships. Outgoing bandwidth increases as more ships are
added, without network disruptions. After 6,000 frames,
average outgoing bandwidth reaches 12.7 KB/s, with a
peak of approximately 30 KB/s.

Fig. 5: Experiment Setup: 15 Players and Over 50 Ship
Deployments

The latter aims to gather the opinions of three se-
nior navy officers with specialized knowledge in naval

Fig. 6: Experiment Network Profile

wargames. This is accomplished by examining our re-
search prototype’s features in accordance with user
requirements and the existing simulation system. The
following are the expert opinions:

• Overall: The prototype system meets expectations
and presents avenues for advancement. It replicates
complex gameplay dynamics, including team syner-
gies, precise ship positioning, and strategic weapon
use. Ship and weapon models’ accuracy enriches
the experience, and the system handles dynamic
combat scenarios, adapting autonomously.

• Game Highlights: The game seamlessly bridges
legacy and contemporary systems, facilitating nav-
igation for existing users. Toggling between 3D
and 2D offers a view to track strategy progress.
Additionally, high-quality graphical 3D enhances
immersion, raising gameplay realism.

• Immersive 3D Realism: 3D elements achieve
heightened realism, capturing ship and weapon de-
tails, and dynamic weapon motions mirror reality,
adding authenticity.

• Enhanced User Interface: The user interface design
is intuitive, drawing inspiration from established
interfaces like the NWS980 program, ensuring user-
friendly interaction.

• Multiplayer Seamlessness: Integrated through
Steam, multiplayer mode facilitates effortless
collaboration, simplifying connectivity for
immersive experiences.

V. CONCLUSION AND FUTURE WORK

We’ve developed a prototype for an advanced online
multiplayer naval combat strategy game, with a primary
focus on simulating sea battles featuring Thai Navy
ships. We’ve enhanced the AI system, refined multi-
player dynamics, and improved user interfaces through
extensive testing and user feedback. Constructed on
a modern game engine, this prototype enables rapid
development and future expansion, enhancing interactive
simulation experiences in dynamic battle scenarios.

Future improvements include incorporating diverse
map elements, refining sea water physics, expanding
unit types and weaponry, enhancing multiplayer stability,

creating an intuitive AI system, and optimizing network
connectivity. These enhancements aim to enhance the
practicality of virtual battle strategy training.
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Abstract— Nowadays, Blockchain technology can address 

risks by providing a decentralized database that ensures data 

integrity and prevents unauthorized alterations. Traditional 

centralized database systems are the preferred choice for 

organizing large collections of data due to their rapid and 

systematic data accessibility. However, the concentration of 

access authority in the hands of administrators or individuals 

with power introduces potential risks to data integrity. This 

research proposes a decentralized approach to online product 

reviews that integrates a centralized database with Blockchain 

technology. By integrating these two systems, users can access 

and review content data with the assurance that the information 

remains unaltered. The research proposes a method to verify the 

integrity of data stored in the centralized database and a 

strategy to optimize the balance between trust and gas fees when 

storing data on the Blockchain. The proposed approach has the 

potential to improve the trustworthiness and security of online 

product reviews. It can also help to reduce the risks of data 

manipulation and fraud. Our method serves to enhance the 

credibility of the database. 

Keywords— Blockchain, Smart Contract, Data Integrity, 

Decentralized Trusted Database. 

I. INTRODUCTION 

In the present day, many systems rely on Centralized 
Databases. This approach enables organized data storage, 
reducing duplicate entries and facilitating efficient data 
retrieval through Query Language. Furthermore, developers 
are well-versed in centralized database systems [1], allowing 
for further information development, data analysis from 
various perspectives, and the creation of new applications. 

Some research studies the application of blockchain 
technology to address trust and data integrity concerns in 
online transactions. With the current centralized database 
storage, administrators may access and modify data, leading 
to user mistrust, as seen in instances like TripAdvisor's 
removal of negative reviews [2]. However, not all 
administrators could modify databases. Blockchain 
technology offers a solution by employing hash-linked blocks, 
ensuring any changes to data within a block impact 
subsequent linked block. The added decentralization enhances 
security, as nodes within the Blockchain network share the 
same data through mutual agreement. Moreover, transparency 
in transaction data allows members of the Blockchain network 
to access the same dataset from any node. The tampering of 
data at any node is time consuming, making data falsification 
on a specific node an arduous process [3]. 

The Ethereum Blockchain is widely regarded as one of the 
most decentralized and secure blockchains [4]. With 8,658 
nodes and an average of 1.005 million transactions daily [5], 
data tampering on this platform is considered practically 
impossible. Data storage on the Ethereum Blockchain is 
facilitated through Smart Contracts [6], which allow 
developers to create self-executing programs. When data is 
written via Smart Contracts, it follows the predefined 
conditions set in the program. This information is accessible 
to anyone on the network. 

Indeed, while utilizing Smart Contracts for data storage on 
the Ethereum Blockchain offers security and decentralization 
benefits, it comes with the requirement of a transaction fee or 
gas fee each time data is written. Complex tasks and large data 
storage can lead to high gas fees, posing a challenge for 
efficient data management. 

To tackle this issue, researchers [7] have proposed Smart 
Contract designs focused on reducing gas costs. Their 
approach involves minimizing the use of over-public 
variables, redundant initial values, loose packing, non-base 
unit types, and non-constant variables. By optimizing the 
Smart Contract code and avoiding unnecessary operations, gas 
consumption can be significantly reduced. Additionally, they 
suggest arranging variables in groups of not more than 32 
bytes to maximize gas efficiency when handling data. These 
efforts aim to make data storage on the Ethereum Blockchain 
more cost-effective. 

The research [8] suggests a method to store hash data on 
the Blockchain through Smart Contracts, including the 
corresponding IDs. Adding credibility to a centralized 
database system can be achieved by hashing transaction data 
in the database and then storing it on the Blockchain through 
Smart Contracts, the integrity and immutability of the data can 
be ensured. This approach provides an added layer of trust and 
security, as data stored on the Blockchain cannot be altered or 
tampered with, enhancing the credibility and reliability of the 
centralized database system. This approach can increase the 
integrity of the database system as data stored in the 
Blockchain cannot be altered. However, it notes that storing 
data in a dynamic array format can lead to high gas costs, 
which can be a concern in terms of cost efficiency. 

On the other hand, in another study [9], data is stored in 
two locations: the centralized database and the Blockchain. 
The Hyperledger Fabric is utilized for the Blockchain 
implementation. Hyperledger Fabric is a private and 
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permissioned blockchain framework that restricts access to 
authorized participants. It enables specific user roles and 
permissions, allowing controlled read and write access to the 
blockchain. The network is tailored for business and enterprise 
use cases, prioritizing data privacy and confidentiality. Only 
known members of a consortium or organization can 
participate in the consensus process and create new blocks 
with transactions. Hyperledger Fabric's design provides a 
higher level of privacy compared to public blockchains. Its 
selective participation makes it suitable for various 
applications requiring restricted access and secure data 
management. However, the research [9] identifies that the 
design for checking data integrity between the database and 
the Blockchain is carried out row-by-row. When dealing with 
a large volume of data to be audited, the time required for 
integrity checks depends on the amount of data being 
reviewed. This may pose scalability challenges when auditing 
substantial datasets. 

In our research, the focus is on an online product review 
system as a case study. To enhance trust and credibility, the 
system employs a combination of a Centralized Database and 
Blockchain technology. This approach allows users to access 
review content information with confidence, as the data 
remains unaltered and secure on the Blockchain. Additionally, 
the research proposes a method to verify the data integrity on 
the centralized database side. This research aims to create a 
robust and reliable online product review system that 
leverages the benefits of both centralized and decentralized 
technologies, ultimately enhancing user trust and confidence 
in the review content. 

II. METHODOLOGY    

A. System Architecture 

In the digital age, online product reviews play a critical 
role in shaping consumer decisions. However, the 
trustworthiness of such reviews can often be compromised 
due to data tampering and manipulation. To address this 
challenge, we propose an architecture that combines the 
strengths of a Centralized Database, Ethereum Blockchain, 
and Smart Contracts as described in Fig. 1. Our system records 
only the hash of online product review data on the Blockchain, 
which not only verifies the integrity of both the Database and 
the Blockchain but also reduces operational costs by 
minimizing gas fees. This paper presents the design and 
implementation of our system, which offers a platform for 
managing online product reviews while ensuring data 
reliability and user confidence. 

 

Fig.  1 System Architecture 

 

The trustworthiness of these reviews can be compromised 
due to data tampering and manipulation. To address this issue, 
we present an integrated system that combines a Centralized 
Database with the Ethereum Blockchain. The Database stores 
essential transactional data, including shops, products, users, 
and reviews, while the Blockchain stores only the hash 
information of the review table. By utilizing Smart Contracts, 
the system ensures the integrity of review content in the 
Database through Blockchain-backed data validation. 

B. Database Section 

The Database section comprises four tables - shops, 
products, users, and reviews, as illustrated in Fig. 2. These 
tables store crucial transaction information, enabling the Web 
Application to display relevant details to users. Reviews, 
being a vital part of the validation process, are subject to 
Blockchain hashing. The hash values of the review table 
entries are generated and utilized for ensuring data integrity. 

 

Fig.  2 Designing Entities' Relationship in Database 

C. Blockchain Section 

In the Blockchain section, the Ethereum Blockchain plays 
a pivotal role in data verification. However, instead of storing 
complete review data, our system records only the hash 
information originating from the review table. By doing so, 
we create a secure and immutable ledger of review content. 
This approach allows for easy validation of review data 
integrity without the need to store extensive information on 
Blockchain. 

D. Smart Contract Design 

Smart Contracts are stored and executed on the 
blockchain. When a Smart Contract is deployed, its code is 
added to the blockchain, and its address is generated. Users 
interact with Smart Contracts by sending transactions to their 
addresses. These transactions trigger the execution of the 
Smart Contract's code. The algorithm has been designed. 

Algorithm 1: Address Default Setting for System. 

Algorithm 1 is a process that outlines the steps to configure 
default settings for the components of a system. The input to 
this algorithm includes the initial parameters and 
configurations of the system, while the output is the 
establishment of default settings for its components as 
described in TABLE I. 

TABLE I. Address Default Settings for System 

Algorithm 1: Initializes address for System/Admin 

 

Input:      Declaration of address for System/Admin 

Output:   Address for System/Admin 
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Algorithm 2: Smart Contract-Based Review Data Storage 
Authorization. 

The proposed algorithm establishes a Smart Contract with 
access control parameters, granting only authorized entities 
(system or administrator) the right to store review data on the 
Blockchain. The process involves verifying the requester's 
identity using digital signatures and authentication. Upon 
successful verification, authorized entities can append review 
data securely to Blockchain, ensuring data integrity and 
creating an auditable record of review submissions. This 
approach enhances trust and transparency in online review 
systems as described in TABLE II. 

TABLE II. Modifier for System/Admin 

Algorithm 2: Modifier for System/Admin 

 

Input:                The address of system/admin 

Output:              Allow only the address of the system/admin 

                          to write data into Blockchain.        
1 OnlyAdmin:  Access restricted 

 

 

Algorithm 3: Smart Contract-Based Hash Data Recording. 

This algorithm facilitates hash data recording on the Smart 
Contract. Before saving the hash, the system verifies the 
authorization for the record. If authorized, the system accepts 
the input hash and securely stores the data on the Blockchain. 
If unauthorized, the system prevents the hash from being 
saved, ensuring only permitted parties can record hash data as 
described in TABLE III. 

TABLE III. Adding Hash 

Algorithm 3: Adding hash. 
 

Input:     Hash of review data 

Output:  Current hash  
1 If Admin == True: 
2      Input hash 

3      Broadcast current hash. 
4 Else: 
5      Access denied. 

 

Algorithm 4: Broadcasting Hash Data Storage on Blockchain 
to All Users for Visibility and Verification. 

This algorithm describes a process for broadcasting a hash 
value related to review data. This is a hash value that has been 
generated from the review data using a hash function. 
Everyone can view hash suggests that the hash value is made 
available for everyone to see. They are useful for verifying 
data integrity. If even a tiny bit of the input data changes, the 
resulting hash will be drastically different. In summary, the 
"Broadcast Hash" algorithm is a way to share a hash value 
derived from review data with others, allowing them to verify 
the integrity of the data as described in TABLE IV. 

TABLE IV. Broadcast Hash 

Algorithm 4: Broadcast hash. 
Input:     Hash of review data 

Output:  Everyone can view hash 

1 Broadcast hash 

 

E. Hashing Design 

TABLE V shows the first hit obtained from all data across 
each row in the review table. Subsequent hashes are generated 
from all data in each row, including the columns and the 
previous row hash. This process ensures the quick verification 
of information integrity for every transaction, requiring only 
one comparison with the latest hash. 

TABLE V. Hashing Design 

Columns Hash 

R1 H1 = hash (R1) 
R2 H2 = hash (H1, R2) 
R3 H3 = hash (H2, R3) 

 

F. Design Data Integrity Validation 

Before performing any data, reading, or writing 
operations, it is essential to ensure the integrity of the 
information. This can be achieved by cross-referencing the 
latest hash from both the Database and the Blockchain. If the 
hashes match, it signifies that the data is complete and has not 
been altered. However, if there is a discrepancy between the 
hashes, it indicates that the Database side has been modified, 
as depicted in Fig. 3. This approach combines the efficiency 
of the Database with the tamper-proof nature of Blockchain, 
creating a robust data integrity validation mechanism. 

 

Fig.  3 Design Data Integrity Validation 

G. Latest Hash on the Database 

The provided SQL command retrieves a hash value from 
the 'Review' table while ordering the results based on the 
'review_id' in descending order. The alias 'prevhash' is 
assigned to this hash value. The 'LIMIT 1' clause ensures that 
only one record is retrieved from the query result. This 
command essentially fetches the most recent hash value from 
the 'Review' table as described in Fig. 4. 

 

Fig.  4 Latest Hash on Database 

H. Latest hash on the Blockchain 

This code fetches past events of the 'Log' type from the 
hashContract using the getPastEvents function. The retrieved 
data is then used to update the showLog state variable. The 
function is anticipated to return an array named showLog, 
which contains event data related to the 'Log' type. This array 
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would contain information about events that have occurred in 
the past, adhering to the specified event type as described in 
Fig. 5. 

 

Fig.  5 Latest Hash on the Blockchain 

III. RESULT AND DISCUSSION 

The case study focuses on Online Product Review, 
utilizing a combination of Centralized Database, Ethereum 
Blockchain, Smart Contract, Web3.js, and React.js. The study 
proposes an innovative method to store data on Blockchain, 
striking a balance between trustworthiness and gas fees. By 
leveraging a Centralized Database and Ethereum Blockchain, 
the system ensures data integrity and immutability. Smart 
Contracts facilitate secure interactions, while Web3.js and 
React.js enhance the user experience. The optimization 
approach aims to provide reliable data storage on the 
Blockchain while minimizing transaction costs. This 
integrated solution presents a comprehensive framework for 
building a robust and cost-effective Online Product Review 
system. 

A. User Interface 

The User Interface (UI) allows users to write product 
reviews through a form where they input shop name, product 
name, rating, and review content. The UI displays the previous 
hash from both the Database and Blockchain sides, enabling 
users to validate the database review's integrity before 
submission. This verification can be done by cross-
referencing the Blockchain. Additionally, the UI shows the 
database integrity status. The "New Hash" section 
dynamically calculates the new hash based on the previous 
hash and the entered information. Upon submitting the review 
form, the user's input is stored in the database, and the 
corresponding hash is recorded in the Blockchain, ensuring 
secure and trusted data storage. The UI provides an intuitive 
way for users to interact with the system while maintaining 
data integrity and Blockchain-based verification for review 
submissions as described in Fig.6. 

 

Fig.  6 Review Product Page 

 

 

B. Connecting to the Ethereum Blockchain 

The system connects to the Ethereum Blockchain using 
Web3.js, a JavaScript library designed for blockchain 
technology. Web3.js serves as the intermediary to establish 
communication with the blockchain network through API. It 
enables the system to interact with smart contracts, execute 
their functions, read variable values, and perform operations. 
To connect and interact with a specific smart contract on the 
blockchain, the system uses the contract method, which 
requires specifying the Application Binary Interface (ABI) of 
the smart contract and its address on the network. For this 
system, the address of the Smart Contract to be connected is 
0x70B825345Fb7e8B3A2816D0c78C5B6752F098037. This 
integration enables seamless communication with the 
Ethereum Blockchain, facilitating secure and reliable data 
storage and retrieval for the Online Product Review system as 
described in Fig. 7. 

 

Fig.  7 Smart Contract 

Once the connection to the Smart Contract is established, 
users can interact with it by calling functions. To save the hash 
to the Blockchain, users execute the "setReviewData" 
function in the Smart Contract. This input can be received 
from the User Interface page via the ".send" method, provided 
by the web3.js library. The ".send" method facilitates sending 
transactions to the smart contract on the Ethereum network. 
As the system is designed to store only the hash on the 
Blockchain, the gas cost is relatively low, estimated at 
0.000093 GoerliETH. The gas cost is determined based on the 
length and complexity of the data to be stored, and in this case, 
it remains minimal due to the optimized approach for data 
storage, ensuring cost-effectiveness and efficiency for the 
Online Product Review system on the Ethereum Blockchain 
as described in Fig. 8 and 9. 

 

Fig.  8 Storing Hash in Blockchain 
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Fig.  9 Gas Fee 

IV. CONCLUSION 

This research introduces a methodology to enhance the 
reliability of a database system through the integration of 
Blockchain technology for the storage of transaction hashes. 
This is due to Blockchain's inherent capacity to mitigate data 
manipulation, attributed to its transparent nature. Transactions 
are openly accessible, fostering a sense of transparency within 
the Blockchain network. This transparency enables network 
participants to access identical data sets from any node, 
rendering the fabrication of data at a single node a challenging 
endeavor. Whenever data is written to the Ethereum 
Blockchain via a Smart Contract, it necessitates a transaction 
fee, commonly referred to as a gas fee. Engaging in the 
intricate task of amassing substantial volumes of data entails 
significant complexities, further compounded by the necessity 
to cover elevated gas expenses. This paper presents an 
approach to alleviate gas expenditure through the 
implementation of hybridization between centralized and 
decentralized database. This is achieved by capitalizing on the 
inherent characteristics of cryptographic hashing, which 
ensures a fixed length for hash outputs. Our method serves to 
enhance the credibility of the database. Additionally, the paper 
introduces a mechanism for singular integrity verification. By 
inspecting the most recent hash, this method can authenticate 
every transaction, as the hash outcome is generated from the 
latest data and the preceding hash value. We delineate the 
directions for future work, with a specific emphasis on the 

pursuit of optimal equilibrium between gas fees and 
reliability. It is imperative to accord paramount importance to 
gas costs, as data storage on the Ethereum blockchain entails 
a significantly elevated expenditure. In forthcoming 
endeavors, the subject of gas optimization should be 
prominently elevated. 
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Abstract— Requirement engineering plays a crucial role in 
the initial phase of software development. Among the commonly 
utilized artifacts for requirements is the Use Case Specification, 
which aids in identifying scenarios and resolving inconsistencies, 
ambiguities, and incompleteness in the requirements document. 
This process of scenario identification is also applicable in 
human-computer interaction, particularly in user interfaces 
where the graphical user interface (GUI) serves as the closest 
interface for user interaction and feedback. Recognizing this 
connection, using GUIs to generate a Use Case Specification 
emerged. This research proposes an approach for generating a 
Use Case Specification from the SALT GUI. The primary 
method employed in this study involves the use of Regular 
Expressions. A SALT GUI format was also formulated and 
integrated into an activity diagram to achieve the desired 
output. Consequently, the proposed approach successfully 
predicts tasks from SALT GUI to generate a Use Case 
Specification, yielding a precision score of 0.875, a recall of 
0.625, and an f-score of 0.833. These results substantiate the 
feasibility of generating a Use Case Specification from SALT 
GUI. 

Keywords— Use Case Specification, SALT GUI, 
Requirements Engineering, Regular Expressions, Process 
Innovation 

I. INTRODUCTION 

Requirements engineering initiates the software life cycle 
as its earliest phase. In this phase, the requirements should be 
translated from the customer's language to the software 
engineer's terminology [1].The requirement specification can 
be in the form of a textual written document and used to 
describe the system functionalities, which can be converted to 
a use case that shows the user and system interaction, known 
as use case analysis [2]. Use case analysis helps identify 
scenarios, removing inconsistencies, ambiguities, and 
incompleteness in the requirement specification document [3]. 

Generating UML use case diagrams as part of software 
analysis is essential in software's life-cycle phases [4]. 

Developing UML use cases needs procedures to take. The 
methods of gathering interviewing requirements, 
questionnaires, and other methods, but we need time and effort 
to complete, correct, and accurate requirements [5]. Current 
research has focused on automating the extraction of 
information from the natural language text by using Natural 
Language Processing (NLP), a field in computer science and 
linguistics related to artificial intelligence (AI) and computer 
linguistics [6], [7]. 

The interaction interface or the UI of mobile applications 
is one of the most critical factors determining the application's 
usability [8]. Interaction between the user and the system, as 
pictured by the use case specification, naturally comes when 
the user interacts with the graphical user interface (GUI). 
GUIs are the closest interface users can interact with and get 
feedback or output from their interaction. It can draw a 
relationship between interface and interaction that, somehow, 
the user interface can produce interaction. In other words, the 
user interface can be used to picture case specifications. 

Previous studies, including [2], [9]–[12] have discussed 
using NLP to satisfy or to get the requirements specification, 
such as use case diagrams, use case scenarios, and activity 
diagrams from textual documents and other requirements 
artifacts such as user stories. In [9], the research discussed how 
to textually represent data entity, attribute, data type, data 
entity constraint, and attribute constraint from textual 
documents. In [2], [10] explicitly discussed identifying use 
case scenarios and elements from the textual specification. 
While [11], [12] discussed mechanisms to generate use cases 
from different sources. These studies have proven that use 
case specification is available in textual documents. However, 
most of the studies use natural language processing and 
documents that are written in natural language. None of the 
previous studies have explored the possibility of using SALT 
GUI to get use case specifications.   

This study proposes a new approach to generate the UML 
Use Case Specification (UCS) from SALT GUI. The web-
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Abstract— Requirement engineering plays a crucial role in 
the initial phase of software development. Among the commonly 
utilized artifacts for requirements is the Use Case Specification, 
which aids in identifying scenarios and resolving inconsistencies, 
ambiguities, and incompleteness in the requirements document. 
This process of scenario identification is also applicable in 
human-computer interaction, particularly in user interfaces 
where the graphical user interface (GUI) serves as the closest 
interface for user interaction and feedback. Recognizing this 
connection, using GUIs to generate a Use Case Specification 
emerged. This research proposes an approach for generating a 
Use Case Specification from the SALT GUI. The primary 
method employed in this study involves the use of Regular 
Expressions. A SALT GUI format was also formulated and 
integrated into an activity diagram to achieve the desired 
output. Consequently, the proposed approach successfully 
predicts tasks from SALT GUI to generate a Use Case 
Specification, yielding a precision score of 0.875, a recall of 
0.625, and an f-score of 0.833. These results substantiate the 
feasibility of generating a Use Case Specification from SALT 
GUI. 

Keywords— Use Case Specification, SALT GUI, 
Requirements Engineering, Regular Expressions, Process 
Innovation 

I. INTRODUCTION 

Requirements engineering initiates the software life cycle 
as its earliest phase. In this phase, the requirements should be 
translated from the customer's language to the software 
engineer's terminology [1].The requirement specification can 
be in the form of a textual written document and used to 
describe the system functionalities, which can be converted to 
a use case that shows the user and system interaction, known 
as use case analysis [2]. Use case analysis helps identify 
scenarios, removing inconsistencies, ambiguities, and 
incompleteness in the requirement specification document [3]. 

Generating UML use case diagrams as part of software 
analysis is essential in software's life-cycle phases [4]. 

Developing UML use cases needs procedures to take. The 
methods of gathering interviewing requirements, 
questionnaires, and other methods, but we need time and effort 
to complete, correct, and accurate requirements [5]. Current 
research has focused on automating the extraction of 
information from the natural language text by using Natural 
Language Processing (NLP), a field in computer science and 
linguistics related to artificial intelligence (AI) and computer 
linguistics [6], [7]. 

The interaction interface or the UI of mobile applications 
is one of the most critical factors determining the application's 
usability [8]. Interaction between the user and the system, as 
pictured by the use case specification, naturally comes when 
the user interacts with the graphical user interface (GUI). 
GUIs are the closest interface users can interact with and get 
feedback or output from their interaction. It can draw a 
relationship between interface and interaction that, somehow, 
the user interface can produce interaction. In other words, the 
user interface can be used to picture case specifications. 

Previous studies, including [2], [9]–[12] have discussed 
using NLP to satisfy or to get the requirements specification, 
such as use case diagrams, use case scenarios, and activity 
diagrams from textual documents and other requirements 
artifacts such as user stories. In [9], the research discussed how 
to textually represent data entity, attribute, data type, data 
entity constraint, and attribute constraint from textual 
documents. In [2], [10] explicitly discussed identifying use 
case scenarios and elements from the textual specification. 
While [11], [12] discussed mechanisms to generate use cases 
from different sources. These studies have proven that use 
case specification is available in textual documents. However, 
most of the studies use natural language processing and 
documents that are written in natural language. None of the 
previous studies have explored the possibility of using SALT 
GUI to get use case specifications.   

This study proposes a new approach to generate the UML 
Use Case Specification (UCS) from SALT GUI. The web-
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based application can convert SALT input to use case 
specification. This study contributes towards a more practical 
approach to generating requirements specification, 
specifically by using other languages rather than natural ones.  

II. RELATED WORKS 

Topics about requirements engineering have been studied 
in recent years, especially in requirements elicitation. Few 
studies expressed mechanisms to generate software 
requirements using machine learning and natural language 
processing. These mechanisms are essential in our case to 
establish the baseline model for extracting information from 
SALT GUI and generating use case specifications. Following 
are some studies that relate to our topic. 

Use cases are a popular means of capturing a software 
system's functional requirements, and many NL issues have 
been introduced in the use case specification [10]. Regarding 
raising NL to use case generation, [10] uses a natural language 
parser to identify a part of speech (POS) tags, type 
dependencies, and semantic roles to generate use case 
elements from input text specification. This study is similar to 
ours, except that they dealt with textual input data that are not 
syntax. The method that they are using is considered in our 
study. 

To further their study, [2] presents an initial approach for 
the automated identification of use case names and actor 
names from the textual requirements specification using 
machine learning techniques. Specifically, they use named 
entity recognition (NER) in the context of textual information 
to extract the use case names and actors. They also use 
machine learning such as multinomial naive Bayes, 
perceptron, linear classifier, and passive-aggressive classifier 
to build the prediction model. The most important part of this 

study was that extracting basic/alternative/exceptional flow of 
events requires formulation and analysis of sentence structure 
and cannot be possible with the current approach.  

Maatuk and Abdelnabi [11] propose an approach to 
facilitate the NL requirements analysis process and UML 
diagrams extraction from NL textual requirements using 
natural language processing techniques and heuristic rules. In 
[11], NLP techniques such as tokenization, POS tagging, and 
type dependency are used to automate generating the UML 
elements. This study is another one that is quite in line with 
the one we did. They created UML diagrams from textual 
requirements, the same as [10] but with different outputs and 
methods. The output from this study seems closer to our goal. 
However, the method might not be fully applicable due to the 
different syntax and textual requirements contexts. The idea 
to create the output has been laid out in this study. 

Regular expressions (Regex) are a unique series or set of 
characters that can be used to find other strings. Regular 
expressions have been used for clinical purposes on a few 
occasions. Veena et al. [13] used regular expressions by 
filtering any string that contains "symptoms of," which will be 
further utilized following other NLP techniques such as POS 
tagging and labeling. Using regular expressions to filter a set 
of characters from this study is similar to our goals. The 
differences are that we used regular expressions to filter some 
set of characters in the syntax and extract those characters in 
another form in this study. 

Gilson et al. [12] propose a technique to automatically 
transform textual user stories into visual use case scenarios in 
the form of robustness diagrams. The same topic but a 
different outcome from [2], [10], [11]. This study emphasizes 
how to contextualize the user stories in graphical form. In this 
case, Gilson et al. had to deal with four elements of the 

 

 

(b) 

 

(a) (c) 

Fig. 1. The input and the output of the proposed system. The input will be (a) source code for SALT GUI. (b) Preview represents the result of the SALT 
GUI generated from the code. The main output is (c) Use Case Specification 
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based application can convert SALT input to use case 
specification. This study contributes towards a more practical 
approach to generating requirements specification, 
specifically by using other languages rather than natural ones.  

II. RELATED WORKS 

Topics about requirements engineering have been studied 
in recent years, especially in requirements elicitation. Few 
studies expressed mechanisms to generate software 
requirements using machine learning and natural language 
processing. These mechanisms are essential in our case to 
establish the baseline model for extracting information from 
SALT GUI and generating use case specifications. Following 
are some studies that relate to our topic. 

Use cases are a popular means of capturing a software 
system's functional requirements, and many NL issues have 
been introduced in the use case specification [10]. Regarding 
raising NL to use case generation, [10] uses a natural language 
parser to identify a part of speech (POS) tags, type 
dependencies, and semantic roles to generate use case 
elements from input text specification. This study is similar to 
ours, except that they dealt with textual input data that are not 
syntax. The method that they are using is considered in our 
study. 

To further their study, [2] presents an initial approach for 
the automated identification of use case names and actor 
names from the textual requirements specification using 
machine learning techniques. Specifically, they use named 
entity recognition (NER) in the context of textual information 
to extract the use case names and actors. They also use 
machine learning such as multinomial naive Bayes, 
perceptron, linear classifier, and passive-aggressive classifier 
to build the prediction model. The most important part of this 

study was that extracting basic/alternative/exceptional flow of 
events requires formulation and analysis of sentence structure 
and cannot be possible with the current approach.  

Maatuk and Abdelnabi [11] propose an approach to 
facilitate the NL requirements analysis process and UML 
diagrams extraction from NL textual requirements using 
natural language processing techniques and heuristic rules. In 
[11], NLP techniques such as tokenization, POS tagging, and 
type dependency are used to automate generating the UML 
elements. This study is another one that is quite in line with 
the one we did. They created UML diagrams from textual 
requirements, the same as [10] but with different outputs and 
methods. The output from this study seems closer to our goal. 
However, the method might not be fully applicable due to the 
different syntax and textual requirements contexts. The idea 
to create the output has been laid out in this study. 

Regular expressions (Regex) are a unique series or set of 
characters that can be used to find other strings. Regular 
expressions have been used for clinical purposes on a few 
occasions. Veena et al. [13] used regular expressions by 
filtering any string that contains "symptoms of," which will be 
further utilized following other NLP techniques such as POS 
tagging and labeling. Using regular expressions to filter a set 
of characters from this study is similar to our goals. The 
differences are that we used regular expressions to filter some 
set of characters in the syntax and extract those characters in 
another form in this study. 

Gilson et al. [12] propose a technique to automatically 
transform textual user stories into visual use case scenarios in 
the form of robustness diagrams. The same topic but a 
different outcome from [2], [10], [11]. This study emphasizes 
how to contextualize the user stories in graphical form. In this 
case, Gilson et al. had to deal with four elements of the 
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(a) (c) 

Fig. 1. The input and the output of the proposed system. The input will be (a) source code for SALT GUI. (b) Preview represents the result of the SALT 
GUI generated from the code. The main output is (c) Use Case Specification 

robustness diagram: actor, boundary, control, and entity. Their 
method showed that the critical part of generating a UML 
diagram, in general, is how to map the output into some 
variables that need to be fulfilled.  

III. METHOD 

This study applied the Scrum method to build the 
application. Scrum is a software engineering method using the 
principles of an agile approach that is easy to control, flexible, 
and contains a comprehensive development strategy where the 
entire team works as a unit to achieve the same goal [14].  
During the development stage, with the help of Notion, we 
were able to lay out our project into six sprints and produce 
necessary artifacts, including product backlog, sprint 
planning, sprint meetings, and project overview. Before the 
project starts, we define our application requirements which 
will be described in the process design section. By defining 
application requirements, we decided to build a web 
application with Django and use Regular Expression to help 
generate targeted output.  

A. Formulation 

The system requires SALT input to generate targeted use 
case specification output. To create a sense of what variables 
to input, we tested SALT GUI to find the suitable formulation 
to extract the information needed for use case specification. 
To formulate the correct method, we compared the output and 
the input to understand the variables that must be fulfilled.  

Use case specifications typically have seven variables: use 
case name, actor, description, initial condition, end condition, 
main scenario, and alternative scenario, as pictured in Fig. 1c. 
SALT GUI, on the other hand, typically has only been used to 
create one view. This could be challenging because use case 
specifications have two scenarios. However, SALT, in their 
documentation, mentioned that there is a way to include SALT 
inside an activity diagram.  

With an activity diagram, we can draw the flow of the GUI 
produced by SALT, as pictured in Fig. 1b. Regarding having 
to include SALT in an activity diagram. The plantUML 
documented that two ways could be implemented: with or 
without macro. We tested both, and our preferences lean into 
using the macro as it simplifies the code and practically does 
not change much. Macro allows us to create functions directly 
to represent the main and alternative scenarios, as pictured in 
Fig. 1a. This is a massive advantage because it will make it 
easier to process and present to the user. Users will only have 
to change what is inside the macro function without worrying 
about writing the wrong thing. 

After finding out the best scenario to implement SALT, 
including the SALT in an activity diagram, we identify what 
variables can be extracted from the proposed input. We 
breakdown the SALT code in Fig. 2. We decided to use four 
indicators to find the UCS aspects. The four indicators are 
‘title’ to extract title of the UCS, ‘!procedure _form()’ to 
extract the form or GUI, ‘!procedure _succes()’ to extract 
main scenario, and ‘!procedure _error()’ to extract alternative 
scenario. Inside the ‘!procedure _form()’, there will be code 
that represents input fields. We used the general 
documentation from SALT to translate the field into actions 
before achieving main scenario and end scenario. In Fig. 2, as 
an example, if we write quote (“…”) after a colon, that would 
automatically be translated as input field, thus translated into 

action as ‘fill the input field’ in UCS using Regular 
Expression. So, we use Regular Expression to capture these 
indicators, read the content following them, and translates 
them to relevant sentences that can be used in UCS. 

 

Fig. 2. Breakdown of SALT GUI to be converted to UCS 

Having analyzed the SALT code, we found that three 
variables can be extracted: use case name, main scenario, and 
alternative scenario. We eliminated these three variables from 
the target output, leaving four variables to fulfill. Besides, 
SALT could never tell what the description is, who the actor 
is, and what the condition was and will be before and after 
implementing the use case solely from their code. We then 
decided to use input fields to make it simple for the user, and 
more importantly, it is impossible to put the four variables left 
in SALT because of the different contexts they both offer. 

After the formulation, we employ regular expressions to 
handle the process. This decision was made because regular 
expressions are sufficient for the problem, for we only need to 
convert a specific part of the code, some words, to another 
language, as in a sentence. We developed the application in 
Django with Javascript Regular Expression.Our formulation 
is finished, and the procedure and system flow are represented 
in the next section. 

B. System Procedure 

The system procedure includes three main phases: input, 
process, and output. In this study, after we perform 
formulation. we use five system inputs: actor, description, 
initial condition, end condition, and SALT. Only SALT is 
processed; the rest are used directly as output variables. SALT 
is processed with Regular Expressions to produce three 
variables: use case name, main scenario, and alternative 
scenario.  
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We provide a dataset of 10 SALT GUIs we created for the 
evaluation that followed our formulation. In order to create the 
dataset, we propose ten possible use cases and manually coded 
them using SALT GUI. Our dataset is available in Github 
[15]. The data is in form of SALT GUI similar to what is 
displayed in Fig. 1a with 10 different use case specifications 
as shown in Table 1. We will evaluate by a manual generation 
of use case specification and then compare the result to our 
system-generated use case specification. We will then 
calculate the precision, recall, and f-score. To calculate the 
mentioned indicators, we use the following formula: 
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������ =  
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�����
   (2) 
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���
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  (3) 

Precision describes the accuracy between the results of 
manual conversion by the expert and the results provided by 
the web application model, recall describes the success of the 

web application model in rediscovering information, and F-
measure represents the accuracy of the web application model 
[16].  

IV. RESULT 

Figure 3 shows the result of our application. It can be seen 
that the application successfully identifies all the manual input 
by the user (actor, description, pre-condition, and post-
condition), and it also successfully identifies SALT GUI 
attributes used for the UCS output (title, main scenario, and 
alternative scenario). Our application is still using Bahasa 
Indonesia as its primary language for output. 

As the base of our application, we created a web page that 
consists of input fields. We separated input fields into three 
sections: Use Case Specification Variables, SALT Syntax, 
and Result. As mentioned before, to use the application, there 
are three main steps which are to input the variables related to 
the use case specification, as shown in Fig. 3a. and to input the 
SALT GUI code, as shown in Fig. 3b, and get the result in the 
form of preview and use case specification as shown in Fig. 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. The result of the system. The first step is to (a) fill in variables, then (b) SALT, and (c) the result consists of preview and use case specification 
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We provide a dataset of 10 SALT GUIs we created for the 
evaluation that followed our formulation. In order to create the 
dataset, we propose ten possible use cases and manually coded 
them using SALT GUI. Our dataset is available in Github 
[15]. The data is in form of SALT GUI similar to what is 
displayed in Fig. 1a with 10 different use case specifications 
as shown in Table 1. We will evaluate by a manual generation 
of use case specification and then compare the result to our 
system-generated use case specification. We will then 
calculate the precision, recall, and f-score. To calculate the 
mentioned indicators, we use the following formula: 

��������� =  
��

�����
   (1) 

������ =  
��

�����
   (2) 

� − ����� =  
���

���������
  (3) 

Precision describes the accuracy between the results of 
manual conversion by the expert and the results provided by 
the web application model, recall describes the success of the 

web application model in rediscovering information, and F-
measure represents the accuracy of the web application model 
[16].  

IV. RESULT 

Figure 3 shows the result of our application. It can be seen 
that the application successfully identifies all the manual input 
by the user (actor, description, pre-condition, and post-
condition), and it also successfully identifies SALT GUI 
attributes used for the UCS output (title, main scenario, and 
alternative scenario). Our application is still using Bahasa 
Indonesia as its primary language for output. 

As the base of our application, we created a web page that 
consists of input fields. We separated input fields into three 
sections: Use Case Specification Variables, SALT Syntax, 
and Result. As mentioned before, to use the application, there 
are three main steps which are to input the variables related to 
the use case specification, as shown in Fig. 3a. and to input the 
SALT GUI code, as shown in Fig. 3b, and get the result in the 
form of preview and use case specification as shown in Fig. 
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Fig. 3. The result of the system. The first step is to (a) fill in variables, then (b) SALT, and (c) the result consists of preview and use case specification 

3c. We also added a feature: the download button for the 
SALT wireframe preview and Use Case Specification.  

After finishing our development, we continue to evaluate 
our application. For the evaluation, we asked one expert to 
create use case specifications based on the SALT GUI dataset 
we provided. A total of ten SALT GUIs are available, 
indicating that the expert will create ten corresponding use 
case specifications. Subsequently, we employ our application 
to obtain the generated use case specification from the dataset. 
We documented both results and then started comparing the 
expert-generated UCS and system-generated UCS.  

During the comparison, we looked at both results 
thoroughly and compared them for each task they were 
generated. For example, the expert wrote "User memasukkan 
nomor tujuan transfer" which translates to "User insert 
transfer destination number" and our system wrote "mengisi 
input Card Number" which translates to "input card number". 
In this case, even though they are not identical in words, after 
reviewing them, we got the same meaning. So, in our case, 
comparing these results have to be done manually to ensure 
that each task has the same meaning. However, there are 
exceptional cases where we also had to confirm to the expert 
what they meant. For example, the expert only wrote "User 
konfirmasi transfer" which does not specify what kind of 
action it takes to confirm the transfer, whether by pressing a 
button or anything else. So we had to double-check with the 
expert for these special cases. Overall, our evaluation can be 
summarised as shown in Table 1. 

Our application can identify the main scenario and 
alternative scenario. Our evaluation in Table 1 shows only one 
different outcome in Send a question message UCS. Our 
system comfortably handled all the other UCS and matched 
the task generated by the expert.  

After calculating the precision, recall, and f-score, we got 
87.5% for precision, 62.5% for recall, and 83.3% for f-score. 
We could generate almost the same amount of tasks as the 
expert. We only failed to identify one particular task: the one 
with the text area. However, all the other types of SALT GUI 
code could be generated using our system. Our findings prove 
that generating UCS from SALT GUI is possible using 
Regular Expressions. 

V. DISCUSSION 

Based on our research, we found a few interesting 
findings. Our findings mainly related to the process's 
limitations and constraints that follow the conversion of SALT 
GUI to Use Case Specification.  

First, the SALT GUI can only represent a single use case. 
This is because SALT GUI cannot handle more than one 
wireframe. The best approach to address this problem is to use 
an activity diagram. However, due to the unique 
characteristics of the activity diagram, it would still be 
problematic to implement. In this research, we decided to only 
use or represent a single-use case. 

The SALT GUI is an activity consisting of at least one 
main scenario. This problem arises for the same reason as the 
previous one. SALT GUI is made to represent one scene 
which means one scenario. In order to extend that, we use an 
activity diagram defining the main and alternative scenarios. 
Still related to the activity diagram is the third finding that the 
SALT GUI must implement the usage of the macro. The 
reason for using a macro is to make defining the main and 
alternative scenarios more identifiable. Also, the macro is 
shorter to write than the regular way of implementing SALT 
GUI inside an activity diagram. 

Other findings related to the constraint are that: The SALT 
GUI must contain a title since it will be used as the use case 
title. The SALT GUI must contain !procedure _form(), since 
it will be used as the part representing the GUI being used. 
The SALT GUI must contain !procedure _success(), since it 
will be used as the part representing the main scenario. The 
description ought to encompass the visual representation of 
the expected output. The SALT GUI must contain !procedure 
_error(), since it will be used as the part that represents an 
alternative scenario. It should contain what the alternative 
output looks like. And finally The SALT GUI must not 
contain header attributes in the "!procedure _success()" and 
"!procedure _error()", since it will break the specification 
output. 

Additionally, we found another constraint related to the 
writings of SALT GUI which are: The SALT GUI must 
contain ":" before an input field since it will be used as the part 
that represents the input field, The SALT GUI must only have 
one button in each interface since it will be used as the part 
that represents the button. The system can't handle two 
different buttons and can only decide the action for main 
scenario or alternative scenario by using one button, or in 
other word, button supposed to be the marker for the end of a 
form, And finally The application cannot handle the textarea 
type from SALT GUI. This happens because the syntax used 
for textarea type is similar to the syntax used to create a single 
Wireframe; hence, the application cannot read the textarea 
type as an input field. 

Previous studies, including [2], [10]–[12] have discussed 
how to use NLP to get the requirements specification, such as 

TABLE 1. RESULT OF GENERATED USE CASE SPECIFICATION FROM THE EXPERT AND SYSTEM 

Use Case Specification 
Expert Proposed System 

Main Scenario (Tasks) 
Alternative Scenario 

(Conditional) 
Main Scenario (Tasks) 

Alternative Scenario 
(Conditional) 

Transfer 4 4 4 4 
Add product 5 5 5 5 
Send Message 3 3 3 3 
Rating 4 4 4 4 
Send a question message 6 6 5 5 
Verification account 3 3 3 3 
Select item to buy 3 3 3 3 
Register 6 6 6 6 
Reset password request 3 3 3 3 
Attacking 3 3 3 3 
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use case diagrams, use case scenarios, and activity diagrams 
from textual documents and other requirements artifacts. In 
[2], [10] the idea of identifying use case scenarios and 
elements from textual specification is presented. While [11], 
[12] discussed mechanisms to generate use cases from 
different sources. The closest research to ours is [2] [10] which 
have proved that use case specification can be extracted from 
textual documents. However, they have not explored the 
possibility of using SALT GUI to get use case specifications. 
Therefore, this study can be considered as the first one to 
prove that use case specification can be extracted from SALT 
GUI syntax.    

Further research opportunities for the study include 
improving automation techniques, exploring different input 
modalities, gathering user feedback for usability assessment, 
and investigating how the generated use case specifications 
integrate with requirements management systems. These 
research directions aim to enhance the efficiency and 
effectiveness of automating requirements engineering in 
software development [17]. 

VI. CONCLUSION 

To generate UCS from SALT GUI, the first approach that 
we did was to formulate the output. It means we have to define 
the output to decide how to process the input. In general, use 
case specifications must at least have the main scenario and 
alternative scenario. So we decided to include the SALT GUI 
in an activity diagram to create a clear distinction between the 
main and alternative scenarios. Then, we identified three UCS 
variables that can be extracted from the SALT GUI, which are: 
main scenario, alternative scenario, and title. The rest of the 
UCS variables were defined by using manual input.  

From the result, our research have proved that it is possible 
to get Use Case Specification from SALT GUI by using 
Regular Expressions in Javascript. Our application can 
generate UCS as desired. We were able to identify tasks based 
on the input generated by SALT GUI. In this research, we 
were able to generate the main scenario and alternative 
scenario. After the evaluation, we reach 87.5% precision, 
62.5% recall, and 83.3% f-score. Both the main scenario and 
alternative scenario reach the same number. Thus, we use 
these numbers to represent both the main and alternative 
scenarios' evaluations. This result proves the possibility of 
generating UCS from SALT GUI.  

In this research, we were only using Regular Expressions. 
However, to improve the UCS output significantly, machine 
learning can be used in accordance with regular expressions 
usage. A more advanced Natural Language Processing 
approach is encouraged for future research. Also, future 
research can consider adding exceptional scenarios to the UCS 
output. This research is the first approach to generating UCS 
from SALT GUI; hence the application still uses Bahasa 
Indonesia as its primary language.  
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use case diagrams, use case scenarios, and activity diagrams 
from textual documents and other requirements artifacts. In 
[2], [10] the idea of identifying use case scenarios and 
elements from textual specification is presented. While [11], 
[12] discussed mechanisms to generate use cases from 
different sources. The closest research to ours is [2] [10] which 
have proved that use case specification can be extracted from 
textual documents. However, they have not explored the 
possibility of using SALT GUI to get use case specifications. 
Therefore, this study can be considered as the first one to 
prove that use case specification can be extracted from SALT 
GUI syntax.    

Further research opportunities for the study include 
improving automation techniques, exploring different input 
modalities, gathering user feedback for usability assessment, 
and investigating how the generated use case specifications 
integrate with requirements management systems. These 
research directions aim to enhance the efficiency and 
effectiveness of automating requirements engineering in 
software development [17]. 

VI. CONCLUSION 

To generate UCS from SALT GUI, the first approach that 
we did was to formulate the output. It means we have to define 
the output to decide how to process the input. In general, use 
case specifications must at least have the main scenario and 
alternative scenario. So we decided to include the SALT GUI 
in an activity diagram to create a clear distinction between the 
main and alternative scenarios. Then, we identified three UCS 
variables that can be extracted from the SALT GUI, which are: 
main scenario, alternative scenario, and title. The rest of the 
UCS variables were defined by using manual input.  

From the result, our research have proved that it is possible 
to get Use Case Specification from SALT GUI by using 
Regular Expressions in Javascript. Our application can 
generate UCS as desired. We were able to identify tasks based 
on the input generated by SALT GUI. In this research, we 
were able to generate the main scenario and alternative 
scenario. After the evaluation, we reach 87.5% precision, 
62.5% recall, and 83.3% f-score. Both the main scenario and 
alternative scenario reach the same number. Thus, we use 
these numbers to represent both the main and alternative 
scenarios' evaluations. This result proves the possibility of 
generating UCS from SALT GUI.  

In this research, we were only using Regular Expressions. 
However, to improve the UCS output significantly, machine 
learning can be used in accordance with regular expressions 
usage. A more advanced Natural Language Processing 
approach is encouraged for future research. Also, future 
research can consider adding exceptional scenarios to the UCS 
output. This research is the first approach to generating UCS 
from SALT GUI; hence the application still uses Bahasa 
Indonesia as its primary language.  
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Abstract—Agile software development methodologies, 
including Scrum, have become popular for their flexibility and 
collaborative approach. However, the success of Scrum teams 
heavily depends on the dynamics among team members. This 
study explores the challenges related to Agile software 
development, specifically focusing on the influence of human 
skills on the Scrum team. While Scrum encompasses various 
well-defined aspects, it does not explicitly address personality 
traits. Consequently, this study seeks to explore how teams' 
performance is influenced by the human skills possessed by their 
members during the implementation of Agile methodologies. 
This study investigated eight teams of software engineering 
students engaged in software development projects by observing 
impacted team processes in each iteration. The results show that 
soft skills and J/P significantly influence team processes. 
However, their impact on the team's product varies across 
cycles. Additionally, soft skills interact with the Feeling (F)/ 
Thinking (T) and Judging (J)/Perceiving (P), affecting team 
processes and products. 

Keywords—Agile software development, human skill, 
personality traits, soft skills, team performance, MBTI, Scrum  

I. INTRODUCTION (HEADING 1) 
Consumer demand for technology is increasing, leading to 

the expansion of software development projects that are 
becoming larger, more complex, and characterized by 
uncertain needs. Therefore, traditional software development 
approaches are being replaced by Agile methodologies, which 
prioritize the swift delivery of products to users [1]. The 
success of software development projects, ensuring timely and 
high-quality deliveries to clients, hinges on the skills of the 
software development team members. While technical 
expertise and good software engineering are vital, more is 
needed. It is becoming increasingly indispensable to work 
effectively in teams, collaborate across disciplines, engage 
with various stakeholders, and address diverse concerns and 
impacts by human skills, including social, emotional, and 
ethical intelligence [2]. The success of software development 
projects is ensured by these human skills, which serve as a 
crucial element [3][4]. 

Personality, professional knowledge, formal education, 
leadership style, and work experience were identified as 
significant factors affecting team performance by Ma et al. [5]. 

The higher performance levels were found to be achieved by 
teams when technical leaders have a central role in 
communication networks, as reported by Garcia et al. [6]. 
Monsalves et al. [7] emphasized the importance of selecting 
the right individuals for Agile teams to ensure successful 
implementation. [8][9] studies highlight the significance of 
soft skills in IT operations and software development success, 
such as communication, team building, leadership, emotional 
intelligence, critical thinking, and collaboration. Despite this, 
Agile needs a framework for considering team members' skills 
that may impact software development success. 

Moreover, Poonam and Yasser [10] investigated 
personality traits that affect the efficiency of pair 
programming. Barroso et al. [11] examined the influence of 
human personality, measured by the MBTI model, on the 
quality of software products among students. The results 
showed no significant relationship between MBTI types and 
software product quality, requiring further research. Iqbal et 
al. [12] presented an MBTI personality profile for software 
developers that aligns with their positions and roles, 
optimizing job allocation throughout the software 
development life cycle. Zähl et al. [13] demonstrated the 
significant impact of personality on team performance and 
satisfaction levels. 

While numerous studies have studied soft skills and MBTI 
personality traits, this study has yet to focus on junior software 
developers in Thailand. This research aims to fill this gap by 
providing valuable insights tailored to junior software 
developers. These insights can guide their personal 
development in terms of soft skills and understanding of 
personality traits. Moreover, stakeholders in software 
organizations, including management, team leaders, and 
developers, provide valuable insights into the significance of 
human skills for use in adapting and developing themselves 
and teams to achieve team performance. 

II. VARIABLE DESIGN 
In this section, the scope of our study is explained, 

encompassing team performance, human skills, and the Agile 
software development process. 

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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A. Team Performance 
The term "team performance" in this study refers to the 

overall outcomes of the team's actions, including the team's 
collaborative efforts, known as team processes and the team 
product of the software development team. By considering 
both aspects, we aim to understand team performance 
comprehensively. Previous research [14][15] has yet to 
consider that both team processes and product outcomes may 
lead to potential confusion and biased reasoning in team 
performance assessments. 

B. Human Skills 
In this research, human skills encompass both soft skills 

and personality traits. 

• Soft skills are interpersonal skills that showcase an 
individual's ability to communicate effectively and 
build positive relationships while interacting with 
others. In this research, we evaluate team members' 
soft skills through an observational form. This form 
has been created by our researchers. It utilizes a 5-point 
rating scale to measure behaviors, including 
communication, emotional management, 
collaboration, patience, analysis and problem-solving, 
and time management. These skills are essential for 
software development teams [16][17]. 

• The Myers-Briggs Type Indicator (MBTI) is used as a 
personality assessment model that has seen significant 
success in the software engineering field over the past 
few decades. It has been employed to determine the 
most suitable job roles for individuals throughout the 
software development lifecycle [18]. The MBTI 
personality model classifies into four opposite traits: 
Extrovert (E) and Introvert (I), Sensing (S) and 
Intuition (N), Thinking (T) and Feeling (F), and 
Judging (J) and Perceiving (P). This assessment allows 
a better understanding of individuals' personality 
preferences and how they may best align with specific 
software development tasks 

C. Agile Software Development Process 
Agile Software Development [19] is an adaptable, 

collaborative, and repetitive approach that values individuals, 
working software, customer collaboration, and responsiveness 
to change. It aims to deliver software quickly while adapting 
to evolving requirements and customer feedback. Scrum, a 
popular Agile framework [19], follows transparency, 
inspection, and adaptation principles. It involves small, cross-
functional teams led by a Scrum master. Sprints, lasting 1-4 
weeks, drive the team to deliver a potentially shippable 
product increment. Scrum ceremonies, like daily stand-ups 
and sprint reviews, aid team coordination and improvement, 
empowering them to make decisions and achieve project 
success. This paper explores the challenges associated with 
Agile software development, specifically focusing on the 
influence of individual personalities within a Scrum team. 

III. RESEARCH APPROACH 
This section contains essential information for conducting 

studies to answer the research question. 

A. Subject Selection 
In 2022, Our experiment was carried out at Burapha 

University in Thailand, involving third-year students pursuing 

a Bachelor of Science in software engineering. The study 
comprised 67 participants, consisting of 43 male and 24 
female students, who were enrolled in the “Team Software 
Development Process (TSDP)” course. In the TSDP course, 
students engaged in a software development team simulation, 
where they were tasked with creating a year-long software 
project. The simulation followed the Agile software 
development process, specifically Scrum methodologies. The 
deliberate choice to experiment within an academic setting 
was purposeful, as proof of concept and aligning with the 
study's defined objectives. [20][21]. 

B. Team Formation 
Teams were formed by combining students with varying 

programming skill levels. The clusters were designed based 
on the previous year's academic performance and 
assessments. These clusters were categorized as follows: 

• Cluster 1 (emerging): Students with an initial 
understanding of the relevant concepts and 
competencies. 

• Cluster 2 (developing): Students with a partial 
understanding of the relevant concepts and 
competencies. 

• Cluster 3 (proficient): Students with a competent 
understanding of the relevant concepts and 
competencies. 

• Cluster 4 (extending): Students with a sophisticated 
understanding of the relevant concepts and 
competencies. 

Two members are selected from each cluster to compose a 
team, resulting in a team encompassing a spectrum of skill 
levels. Each team is comprised of 8-9 members. This selection 
process serves the dual purpose of balancing and controlling 
the influence of programming skill levels on the research 
outcomes. The researcher conducted hypothesis testing to 
validate the grouping of programming abilities across teams, 
affirming the efficacy of this balanced grouping through 
statistical analysis. The results indicated that all teams 
exhibited similar skill levels at a significance level of 0.05. 

C. Identification of Personality Traits Based on MBTI 
The MBTI personality assessment employed in this study 

comprises 60 items, assessed on a scale ranging from 'strongly 
agree' to 'strongly disagree.' Participants completed the 
assessment online. Each item corresponds to a specific 
dimension or trait. The assessment categorizes individuals 
based on four traits: E/I, S/N, T/F, and J/P. Upon completing 
the assessment, participants recorded their personality trait 
dimensions using a provided data recording form based on the 
assessment results. 

D. Soft Skills Assessment 
In this study, team members' soft skills are assessed by 

their project managers, evaluated by their teammates, and self-
assessed. These soft skills include communication, emotional 
management, collaboration, patience, analysis and problem-
solving, and time management. The assessment uses a 5-point 
rating scale where: 5 stands for excellent, 4 for impressive, 3 
for neutral, 2 for improvement needed, and 1 for very 
dissatisfied. 
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E. Team Performance Assessment 
This research incorporated two parts for evaluating team 

performance, such as team process and team software 
products. The assessment details are as follows: 

1) Team process: Team indicators for assessment were 
designed by a team of 5 experts and professors in software 
engineering, incorporating elements from the Capability 
Maturity Model Integration (CMMI) standard and AUN-QA 
[22][23], including team goals, plans and progress, meetings, 
requirements documents, software design and engagement, 
coding standards, software testing, and software 
configuration and reuse. Each indicator is assessed with a 
five-score rating according to the scoring rubric, as shown in 
Table I. 

TABLE I.  THE DESCRIPTION OF SCORE OF ASSESSMENT FOR EACH 
METRIC IN THE TEAM PROCESS 

Score Description 

5 

Processes undergo continuous improvement through a 
quantitative analysis of typical variations encountered in the 
processes. 

4 

Specific subprocesses that make a significant contribution to 
the overall process performance are chosen. These selected 
subprocesses are then managed and monitored using 
statistical and other quantitative methods. 

3 

Processes are thoroughly defined and comprehended, and 
their details are outlined in standards, procedures, tools, and 
methodologies. 

2 

The team's project ensures effective management of 
requirements and meticulous planning, execution, 
measurement, and control of processes. 

1 

Processes are often disorganized and lack stability, leading to 
an ad hoc and chaotic environment. Success primarily relies 
on the competence and extraordinary efforts of individual 
team members rather than the implementation of established 
and processes. 

2) Team software product: The assessment details for the 
team product are as follows: six criteria were employed, 
including functionality, reliability, usability, efficiency, 
maintainability, and portability [24]. Each criterion was 
assessed by a 5-point rating scale, ranging from 5 ("Very 
Satisfied") to 1 ("Very Dissatisfied"). 

F. “Team Software Development Process” Course Design 
The "Team Software Development Process" The course 

adopts active learning techniques related to Software 
Development Lifecycle (SDLC) topics, such as requirements 
elicitation, user story creation, software testing, and quality 
management, inspired by project-based learning approaches. 
The course is structured into four cycles of assessment, each 
comprising around eight to nine sprints. These sprints follow 
the SDLC. Each sprint is designed to last approximately one 
week, and it begins with a sprint planning meeting held during 
class time. To simulate real-world software teams, the teams 
are responsible for self-directing the final product based on 
changing requirements throughout the semester. They receive 
requirements from both the instructor and software firm 
specialists. The students experience a more dynamic and 
Agile approach to software development. Additionally, the 
course involves experts and project managers who are 
required to possess proficiency and experience in CMMI 
standards. Specifically, project managers must demonstrate a 
minimum of two years of experience leading Scrum software 
development teams. 

G. Hypotheses 
In this research, our objective is to investigate the impact 

of human skills represented by soft skills, including E/I, S/N, 
T/F, J/P, and soft skills levels categorized as high, medium, 
and low. Specifically, it aims to answer the question, “What 
do the human skill factors of team members affect team 
performance?”. We employed a multiple-way analysis of 
variance (ANOVA) technique to find an answer to this 
question, which covered the main effects and all possible 
interactions effect between them for team process and team 
product aspects [25]. The aim was to gain insights into what 
personality traits and soft skills levels contribute to team 
performance. All hypotheses for this research are as follows: 

Hypothesis main effect of process score (HM_Pc): The 
team process is influenced by each independent variable (E/I, 
S/N, T/F, J/P, and soft skills). 

Hypothesis main effect of product score (HM_Pr): The 
team product is influenced by each independent variable (E/I, 
S/N, T/F, J/P, and soft skills). 

Hypothesis interaction effect of process score (HI_Pc): At 
least one interaction between the independent variables (E/I, 
S/N, T/F, J/P, and soft skills) affects the team process. 

Hypothesis interaction effect of product score (HI_Pr): At 
least one interaction between the independent variables (E/I, 
S/N, T/F, J/P, and soft skills) affects the team product. 

IV. DATA COLLECTION 
The data collection process consists of six steps involving 

the collection of variables for data analysis, including team 
process scores, team product scores, MBTI personality 
assessment results, and soft skills assessment results. The data 
collection steps are as follows: 

1) Step 1: Researchers and professors formed Scrum 
software development teams based on specific criteria and 
guidelines to ensure alignment with the research objectives. 

2) Step 2: A collaborative meeting was conducted 
involving professors, researchers, and project managers with 
the aim of deepening everyone's understanding of the 
research objectives, processes, and assessment criteria. This 
meeting facilitated the exchange of insights, clarification of 
expectations, and alignment of perspectives to ensure a 
cohesive and effective research effort. 

3) Step 3: Each team was assigned to develop a year-long 
software project, delivered in 4 cycles, with each cycle 
consisting of 8-9 sprints. Work was allocated to each team 
according to the software requirements from the project 
manager to ensure a distributed workload and comparable 
challenges for each team member. Time requirements were 
established, and at the end of each cycle, teamwork was 
assessed, covering both team process and team product 
results. 

4) Step 4: Each cycle's assessment was evaluated by 
experts and professors, focusing on both team process and 
team product aspects. The team process evaluation comprised 
eight criteria, each rated on a scale of 1 to 5, as outlined in 
Table II. The product evaluation included six criteria rated on 
a scale of 1 to 5. All scores were recorded for analysis in the 
final step. 

5) Step 5: After the conclusion of the four cycles, the 
researcher collected data on students' personalities and 
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individual skills using a soft skills observational form. This 
form included self-ratings, teammate ratings, and project 
manager assessments. 

6) Step 6: The researcher collected all scores, including 
team process scores, team product scores, personality traits 
types, and personal skills scores, to ensure data accuracy and 
to find results for the research questions. These insights into 
the team's performance outcome and software quality 
developed throughout the project were also examined. 

TABLE II.  THE DESCRIPTION OF SCORE OF ASSESSMENT FOR EACH 
METRIC IN THE TEAM PROCESS 

# Criteria and Evidence 
1 Team Goals (The goals and indicators of goals include team 

goals, role goals, and personal goals.) 
2 Plans and Progress (Software plans and progress encompass 

strategic planning and monitoring of software development 
activities. Example work products include project plans, progress 
reports, timelines, milestones, and Gantt charts, facilitating 
effective project management and visual representation of project 
schedules.) 

3 Meetings (Meeting documents include meeting invitation letters, 
meeting agendas, and meeting summary reports.) 

4 Software Requirements Document (A comprehensive 
specification outlining functional and non-functional 
requirements, use cases, user stories, acceptance criteria, and a 
traceability matrix, among others.) 

5 Software Design and Engagement (Specify the use of UML 
diagrams for designing the software's functionality, such as 
activity diagram, class diagram, entity-relationship diagram, and 
employ UX/UI tools for designing the system's user interface.) 

6 Coding Standards (Guidelines and rules that dictate how 
software code should be written, formatted, and organized, 
ensuring consistency and best practices. Example work products 
for coding standards include comprehensive documentation 
outlining guidelines for file structure, naming conventions, coding 
style, documentation practices, and error handling techniques.) 

7 Software Testing (The degree to which software meets specific 
requirements and satisfies user expectations, focusing on factors 
such as functionality, reliability, usability, performance, and 
maintainability. Example work products for software quality 
include test plans, test cases, code reviews, bug reports, quality 
assurance processes, and metrics tracking.) 

8 Software Configuration & Reuse (Software configuration and 
reuse involves managing and leveraging software assets for 
efficient development. Example work products include version 
control systems, configuration management plans, and reusable 
components, promoting consistency, productivity, and 
maintenance in software projects.) 

V. RESULT AND DISSEMINATION 
This section presents the outcomes obtained from 

gathering data and analysis on human skills and team 
performance in each team based on data characteristics. 

A. Human Skills 
The analysis of the Scrum development team's personality 

characteristics revealed that the majority of participants were 
Introverts (72%), with a preference for Intuition (52%), 
Feelings (81%), and Perception (55%) in their personality 
traits. When delving into the specifics of each team's 
dimensions, it was observed that in the E/I dimension, all 
teams had more members leaning toward Introverts than 
Extroverts. In the S/N dimension, each team had a balance 
between Sensing and Intuition preferences. Regarding the F/T 
dimension, there were consistently over twice as many 
members favoring Feeling over Thinking. Lastly, in the J/P 
dimension, it varied among teams, with some having a greater 

number of Judging types than Perceiving types, while in other 
teams, it was the opposite. 

The evaluation of soft skills results indicated that a 
substantial number of participants exhibited high levels of soft 
skills (54.55%), followed by those with intermediate levels 
(40.26%), and a smaller proportion demonstrated low levels 
of soft skills (5.19%). In examining each team based on the 
three-level categorization of soft skills, it was observed that 
almost all teams had medium to high levels, with over 80% of 
their members falling into this range. However, Teams 5 and 
6 were exceptions, with values lower than 65%. 

B. Team Performance: Process 
Fig. 1 is the data analysis for each team's results. In cycle 

1, all the teams had relatively similar performances. However, 
in cycle 2, there was an improvement in team performances, 
but the rates varied across teams. Some teams showed rapid 
progress, while others made moderate advancements. Moving 
to cycle 3, the range of team performance became more 
diverse compared to cycle 1. Most teams showed significant 
improvements except Team 6. Finally, in cycle 4, Team 1 
maintained its exceptional performance, and Team 6, which 
previously had the lowest performance, experienced rapid 
development in the last cycle. Notably, all teams demonstrated 
considerable improvement compared to their performance in 
the first cycle. 

 
Fig. 1. Team process score categorized by team 

 
Fig. 2. Team product score categorized by team 

C. Team Performance: Product 
The team product results are in Fig. 2. In cycle 1, most 

teams achieved high product scores, except for Team 6, which 
scored significantly lower than the others. Moving to cycle 2, 
Team 6 showed improvement and reached a level of 
performance similar to other teams. During this cycle, the 
product scores of most teams were closely aligned. However, 
in cycle 3, there was a dramatic decline in team product scores, 
which was attributed to the complexity of the requirements. 
The majority of teams experienced a drop in their product 
scores. Finally, in cycle 4, every team made efforts to enhance 
their product scores compared to cycle 3. However, Team 6 
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continued to achieve a significantly lower score compared to 
the other teams, while Team 1 attained the highest product 
score in all cycles. 

D. Hypothesis Testing  
The hypotheses in this study were validated through the 

implementation of a multiple-way ANOVA at each cycle. The 
ANOVA tested the main effects and interaction effects of all 
independent variables on both team processes and team 
products. A significance level of p-value (0.05) was used to 
determine the rejection or acceptance of the null hypothesis. 
If the p-value was greater than 0.05, there was insufficient 
evidence to reject the null hypothesis, while p-values less than 
or equal to 0.05 provided evidence for rejecting the null 
hypothesis. These analytical procedures allowed us to 
thoroughly assess the impact of all variables on team 
performance and draw meaningful conclusions from the 
collected data. 

Table III presents the results of the main effect hypothesis 
testing for the team process. The hypotheses tested (HM_Pc) 
were the main effects of E/I, S/N, T/F, J/P, and soft skills on 
the team process. The test results for each hypothesis found 
that the p-values for the main effects of J/P and soft skills in 
all cycles were less than 0.05. These results indicate that both 
J/P and soft skills significantly impact the team process. 
However, the p-values were higher than 0.05 for the other, 
suggesting that they do not significantly influence the team 
process in all cycles. 

TABLE III.  THE P-VALUE OF MUTIWAY ANOVA RESULTS FOR THE 
MAIN EFFECT OF THE TEAM PROCESS  

Independent 
Sig.(p-value) 

Cycle 1 Cycle 2 Cycle 3 Cycle 4 
E/I 0.6773 0.5296 0.3383 0.7749 
S/N 0.8506 0.7987 0.7122 0.8485 
F/T 0.7848 0.3680 0.4889 0.1214 
J/P 0.0197 0.0099 0.0206 0.0213 

Soft skills 0.0011 0.0001 0.0003 0.0001 

TABLE IV.  THE P-VALUE OF MUTIWAY ANOVA RESULTS FOR THE 
MAIN EFFECT OF THE TEAM PRODUCT  

Independent 
Sig.(p-value) 

Cycle 1 Cycle 2 Cycle 3 Cycle 4 
E/I 0.3853 0.0965 0.6643 0.8345 
S/N 0.3007 0.8894 0.8764 0.5015 
F/T 0.1046 0.9723 0.5136 0.2482 
J/P 0.1781 0.0485 0.0019 0.0285 

Soft skills 0.0523 0.0008 0.0117 0.0890 

The main effects test to answer hypothesis HM_Pr in 
Table IV found that in cycle 1, the p-values for the main 
effects of all human skills do not affect the team product for 
those variables (p-values > 0.05), indicating that human skills 
have no significant influence on team product. In cycle 2 and 
cycle 3, the p-values for the main effects of J/P and soft skills 
are less than 0.05. These results indicate that J/P and soft skills 
affect the team product in cycle 2 and 3. However, the other 
human skills do not affect the team product for those variables. 
In cycle 4, the J/P has p-values for the main effects is 0.0285 
(<0.05). These results indicate that J/P affects the team 
product. However, the other human skills do not affect the 
team product for those variables (p-values > 0.05). 

The hypothesis test for HI_Pc resulted that in cycles 1, 2, 
3, and 4, p-values greater than 0.05 were obtained, suggesting 
no significant co-interactions between individual variables 
during these cycles. In other words, the interactions between 
these variables did not have a notable impact on the team 
process, except for F/T and soft skills in cycles 1 and 2, and 
F/T, J/P, and soft skills in cycle 2 found that p-values were 
less than 0.05. These results indicate their significant 
influence on the team process, as shown in Table V. 

TABLE V.  THE P-VALUE OF MUTIWAY ANOVA RESULTS FOR THE 
INTERACTION  EFFECT OF THE TEAM PROCESS  

Independent 
Sig.(p-value) 

Cycle 1 Cycle 2 Cycle 3 Cycle 4 
E/I : S/N 0.75440 0.7758 0.9097 0.9473 
E/I : F/T 0.46217 0.0933 0.1891 0.0938 
E/I : J/P 0.73700 0.6569 0.5456 0.4251 
E/I : Soft skills 0.29486 0.4420 0.6070 0.7014 
S/N : F/T 0.89401 0.3314 0.3467 0.2678 
S/N : J/P 0.76296 0.6184 0.4308 0.6238 
S/N : Soft skills 0.20897 0.1607 0.3144 0.2418 
F/T : J/P 0.44650 0.4363 0.8575 0.7586 
F/T : Soft skills 0.04278 0.0343 0.2129 0.2479 
J/P : Soft skills 0.57773 0.8934 0.9112 0.4954 
E/I : S/N : F/T 0.45347 0.7568 0.4187 0.9376 
E/I : S/N : J/P 0.40721 0.6007 0.4507 0.2977 
E/I : F/T : J/P 0.75432 0.1314 0.3396 0.2381 
E/I : S/N : Soft skills 0.32591 0.0527 0.3940 0.7105 
E/I : J/P : Soft skills 0.99360 0.5090 0.7163 0.8565 
S/N : J/P : Soft skills 0.85337 0.6631 0.9260 0.7052 
F/T : J/P : Soft skills 0.33503 0.0214 0.1014 0.0834 
F/T:S/N:J/P:Soft skills 0.72468 0.7454 0.8757 0.7833 

TABLE VI.  THE P-VALUE OF MUTIWAY ANOVA RESULTS FOR THE 
INTERACTION  EFFECT OF THE TEAM PRODUCT  

Independent 
Sig.(p-value) 

Cycle 1 Cycle 2 Cycle 3 Cycle 4 
E/I : S/N 0.7211 0.7682 0.3749 0.5656 
E/I : F/T 0.8459 0.0594 0.2126 0.6314 
E/I : J/P 0.8818 0.8174 0.9662 0.9357 
E/I : Soft skills 0.5469 0.6880 0.7270 0.5998 
S/N : F/T 0.7773 0.3870 0.7688 0.6948 
S/N : J/P 0.4250 0.3587 0.5212 0.9678 
S/N : Soft skills 0.4127 0.5374 0.6103 0.6576 
F/T : J/P 0.5878 0.9718 0.4191 0.8343 
F/T : Soft skills 0.1274 0.1115 0.6039 0.6028 
J/P : Soft skills 0.1281 0.9631 0.9785 0.4043 
E/I : S/N : F/T 0.2913 0.8351 0.7011 0.3759 
E/I : S/N : J/P 0.3408 0.8495 0.2597 0.4591 
E/I : F/T : J/P 0.6709 0.2256 0.9506 0.3130 
E/I : S/N : Soft skills 0.4242 0.0196 0.2500 0.6000 
E/I : J/P : Soft skills 0.9551 0.5481 0.9351 0.6661 
S/N : J/P : Soft skills 0.8038 0.4843 0.8790 0.6339 
F/T : J/P : Soft skills 0.6366 0.0077 0.0733 0.4944 
F/T:S/N:J/P:Soft skills 0.5105 0.7115 0.9486 0.9275 

For the hypotheses testing (HI_Pr) shown in Table VI, the 
test results for cycles 1, 3, and 4 showed p-values greater than 
0.05, suggesting that there were no significant co-interactions 
between personal variables during these cycles. Consequently, 
the interactions between the personal variables had no notable 
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impact on the team product in these cases. However, in cycle 
2, we observed significant co-interactions between the E/I, 
S/N, and soft skills and the F/T, J/P, and soft skills. The p-
values for these co-interactions were less than 0.05, 
respectively, indicating that they had a significant influence 
on the team product during cycle 2. 

VI. CONCLUSION 
This research investigates the influence of human skills 

within junior software development teams, encompassing 
process and product dimensions. The evaluation process follows 
a cyclical approach. The findings reveal that personality traits, 
precisely the J/P dimension, and soft skills, significantly impact 
team processes and products. Additionally, there are notable 
interaction effects with F/T, E/I, and S/N during specific cycles. 

The results emphasize the importance of soft skills in 
Scrum team collaboration, particularly in the context of the 
J/P dimension. Prospective personality types are associated 
with adaptability, responsiveness to change, and creativity. 
Scrum's emphasis on flexibility and responsiveness aligns 
with the strengths of Prospective personality types, making 
them potential in this environment. 

The insights from this research can provide valuable 
guidance to managers, team leaders, and team members when 
forming teams and devising strategies to enhance team 
performance. Soft skills and personality traits should be 
considered essential criteria during team composition, 
contributing to more effective teams. Moreover, recognizing the 
impact of soft skills on performance enables their deliberate 
utilization to foster individual and team achievements. 
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Abstract—The hybrid train developed through the collabora-
tion between UGM and INKA, utilizes the dc bus voltage to
incorporate multiple energy sources, such as fuel cells, generators,
and batteries. The hybrid train’s dc voltage regulation requires
a PWM rectifier to connect the generator to the dc bus and
ensure voltage stability. The PWM rectifier needs an inductor
on the input side as a filter, and a capacitor on the output side
as a buffer to operate efficiently. In its practical application, the
impedance value supplied by the generator may not satisfy or
surpass the demands, causing the system to become unstable. This
paper presents a model to determine the required inductance and
capacitance values for the PWM rectifier. A 380 V three-phase
ac generator with a power specification of 180 kW maintains the
rectifier’s dc output voltage at a constant 600 V. The inductance
values were tested under various values and conditions. Based
on the simulation results, the voltage-current ripple and drop
increased with larger inductor values and decreased with smaller
values. At 100% load, the voltage drop is 20.54% with the
maximum limit inductor and 13.96% with the minimum limit
inductor. The voltage ripple reached 2.65% at its upper limit
and 0.47% at its lower limit. Meanwhile, the current ripple on
the upper limit inductor measures 2.68%, and 0.54% on the
lower limit. These results indicate that the proposed impedance
model is suitable for implementation in a 180 kW PWM rectifier
and ensures dc voltage stability.

Index Terms—PWM rectifier, hybrid train, impedance model.

I. INTRODUCTION

The electrical architecture of the hybrid train must be well-
designed to ensure the proper functioning of the PWM rectifier
in both ideal and non-ideal conditions [1] [2]. Non-ideal
conditions may result from generator output voltage tolerance,
loading variations, or the selection of inappropriate component
specifications. These conditions directly affect the system’s
stability and harmonics. The stability of the dc bus voltage
is crucial and should be kept consistent. A PWM rectifier is
used as a connector between the generator and the bus. A
PWM rectifier requires an inductor as a filter on the input
side and a capacitor as a buffer on the output side to function
properly.

Based on phasor diagram principles, the voltage of the direct
current, alternating current, and impedance are interconnected
[3]. In the PWM rectifier, the generator ac and dc voltage
value are constant. Thus, the stability of the output voltage
is dependent on the impedance voltage. The impedance value

parameter influences the impedance voltage. However, in the
practical application, the impedance value supplied by the
generator may not satisfy or surpass the demands, causing
the system to become unstable. In addition, the inductor
component has a tolerance value, which makes the installed
impedance value inaccurate. Therefore, it is essential to model
the impedance value of the PWM rectifier to enhance system
stability and performance.

Several studies have investigated PWM rectifiers and ana-
lyzed their impedance. In [4], the stability of power systems
was analyzed and evaluated using impedance-based methods.
Researchers in [5] modeled the impedance and admittance
of the PWM rectifier based on its output characteristics and
then analyzed their performance through circuit testing. In [6],
researchers employed the small signal method in the dq frame
to model the impedance of the PWM rectifier.

This research aimed to model the impedance value of
the PWM rectifier on a hybrid train designed by UGM and
INKA. In contrast to earlier studies, our model provides a
detailed calculation of both the upper and lower limits of
impedance in abc frames, along with the actual value in
steady-state conditions. This paper also modeled the value of
dc capacitors. The upper and lower limits are calculated to
represent the tolerance of the inductor value in the market
and the tolerance of the voltage generated at the output.
The obtained impedance model was then validated using the
PWM rectifier model in PLECS simulation. The simulation
specifications were adjusted to fit with the parameters of the
UGM-INKA hybrid train system, which generates 180 kW
of power and maintains a constant output voltage of 600
V. To adjust for component availability in the marketplace,
simulations were also performed using impedance values in
the marketplace that were close to the calculated values.
Tests were conducted under various conditions to illustrate the
response and performance of the PWM rectifier system.

II. PWM RECTIFIER ON THE HYBRID TRAIN

The electrical system of a hybrid train consists of several
integrated power components. Fig. 1 shows the structure of
the electrical system of PT INKA’s Commuter Class Hybrid
Rail Train (KRHKC). The hybrid train is connected to two
sources: A 3-phase generator on the input side and a battery

979-8-3503-0446-6/23/$31.00 ©2023 IEEE
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Fig. 1. Hybrid train electrical construction.

connected directly to the 600 Vdc. The generator is connected
to a PWM rectifier converter which converts the ac voltage
to dc voltage. Through the PWM rectifier, the voltage at the
generator can be integrated into the 600V dc bus to supply
the load. The VVVF (Variable Voltage Variable Frequency)
inverter functions to convert the dc voltage on the dc bus to ac
voltage to supply the load. The load included in the KRHKC
system is divided into two types: motor load, and auxiliary
load.

In the PWM rectifier, the estimated value of the power
delivered from the source to the load side was calculated using
Eq. 1. This calculation assumes that the system is in an ideal
state without considering the value of losses,

P =
3

2
EmImcosϕ and Q =

3

2
EmImsinϕ. (1)

In Equation 1, P is the active power of the generator in
watts, Q is the reactive power of the generator in VAR, and
Em is the peak voltage of the generator. Then Im is the peak
ac current and ϕ is the phase difference between Em and Im.
The ϕ value must be set to zero or a state of unity power
factor for the PWM rectifier to operate properly. Thus, the
new power transfer equation for the PWM rectifier system in
the hybrid train is obtained as shown below,

P =
3

2
EmIm and Q = 0. (2)

The circuit of a 3-phase, 2-level PWM rectifier is shown
in Fig. 2, which consists of several main components, such
as semiconductor switches, capacitors and inductors [6] [7].

Fig. 2. PWM rectifier model in hybrid train.

The PWM rectifier was connected to the 3-phase source on
the input side through the inductor component. In Fig. 2, Ea,
Eb and Ec are the ac input side voltages, with O as the
neutral point of the source. The PWM rectifier operates with
six semiconductor switches (Q1−6) with N as the neutral of
the converter. Then ia, ib and ic are the input currents of the
source for phases a, b and c. The components idc and iL are
the output current on the dc side and the current at the load,
respectively. Then there is a capacitor C on the output side,
which is the capacitor on the dc bus. Meanwhile, Vdc is the dc
voltage resulting from the PWM rectifier used to supply the
load.

III. INDUCTANCE MODEL FOR PWM RECTIFIERS
The inductor component in the PWM rectifier system plays

an important role in the converter operation process. The
inductor value determines the amount of power delivered from
the generator to the load and affects the performance of the
PWM rectifier. Therefore, the inductor value must be modeled
in such a way that the current variation can be close to zero
[7]. Based on the PWM rectifier model in Fig. 2, the input
voltage value in the three-phase system can be modeled using
Kirchoff’s law [8] [9].
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Equation 3 explained that the voltage value at the PWM
rectifier input side is the sum of the voltage at the impedance
RL and the voltage at the converter phase node. VaN, VbN,
and VcN are the voltages between nodes abc and point N.
Meanwhile, VaO, VbO, and VcO are the voltages between
nodes a-b-c and point O. Thus, from the point of view of
the impedance voltage, Eq. 3 can be written as shown bellow,
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The variables VRa, VRb, and VRc are the voltage at
impedance R for the three phase poles (a, b, and c). Mean-
while, VL.a, VLb, and VLc are the voltage at impedance L for
the three poles of the PWM rectifier phase.

A. Upper Limit Inductance Model for the PWM Rectifier

The upper limit of the inductance in the PWM rectifier is
reached when the sinusoidal voltage approaches zero, as shown
in Fig. 3 with the blue line. T1 and T2 are the switching
periods when Sa=0 and Sa = 1, respectively. ∆I1 is the
change in current when Sa=0 and ∆I2 is the change in current
when Sa=1. The current value tracked by the control system is
represented by i∗. With the initial assumption that the 3-phase
system used is a balanced system, inductance modeling can be
done by phasor analysis using the PWM rectifier equivalent
circuit shown in Fig. 4.

Based on the PWM rectifier equivalent model in Fig. 4, E is
the ac input voltage, VL is the voltage across inductor L, and
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Eb and Ec are the ac input side voltages, with O as the
neutral point of the source. The PWM rectifier operates with
six semiconductor switches (Q1−6) with N as the neutral of
the converter. Then ia, ib and ic are the input currents of the
source for phases a, b and c. The components idc and iL are
the output current on the dc side and the current at the load,
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which is the capacitor on the dc bus. Meanwhile, Vdc is the dc
voltage resulting from the PWM rectifier used to supply the
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an important role in the converter operation process. The
inductor value determines the amount of power delivered from
the generator to the load and affects the performance of the
PWM rectifier. Therefore, the inductor value must be modeled
in such a way that the current variation can be close to zero
[7]. Based on the PWM rectifier model in Fig. 2, the input
voltage value in the three-phase system can be modeled using
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RL and the voltage at the converter phase node. VaN, VbN,
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The variables VRa, VRb, and VRc are the voltage at
impedance R for the three phase poles (a, b, and c). Mean-
while, VL.a, VLb, and VLc are the voltage at impedance L for
the three poles of the PWM rectifier phase.

A. Upper Limit Inductance Model for the PWM Rectifier

The upper limit of the inductance in the PWM rectifier is
reached when the sinusoidal voltage approaches zero, as shown
in Fig. 3 with the blue line. T1 and T2 are the switching
periods when Sa=0 and Sa = 1, respectively. ∆I1 is the
change in current when Sa=0 and ∆I2 is the change in current
when Sa=1. The current value tracked by the control system is
represented by i∗. With the initial assumption that the 3-phase
system used is a balanced system, inductance modeling can be
done by phasor analysis using the PWM rectifier equivalent
circuit shown in Fig. 4.

Based on the PWM rectifier equivalent model in Fig. 4, E is
the ac input voltage, VL is the voltage across inductor L, and

VR is the switching output voltage. Then, with reference to the
model, phasor analysis was performed for the matrix model in
Eq. 4. The selected phase pole was phase a. Therefore, the
following impedance voltage equation for phase a is shown
below,

VL + VR = Ea − (VaN − VNO). (5)

From Equation 5, VaN and VNO are the voltage from point a
to neutral and the voltage from neutral to point O, respectively.
Since the impedance value of R is very small and does
not significantly affect the performance of the converter, the
voltage value across the resistor is ignored. Equation 5 is then
rewritten to the equation below.

L
dia
dt

= Ea − (VaN − VNO), (6)

the component dia
dt is the change in current value with time in

phase a.
In the 2-level PWM rectifier, the PWM signal modulation

was used as a logic input to control the firing of six semicon-
ductor switches. The logic input sent to the gate side of the
switch was a digital signal of configuration [7] [10],

Sk =

{
1 upper switch ON, lower switch OFF
0 upper switch OFF, lower switch ON (7)

In Equation 7, k indicates the pole of one of the phases (a,
b, c). Based on this rule, when the upper bridge of a leg is
turned on, the lower bridge is automatically turned off, and
vice versa. Substituting Eq. 7 into Eq. 6 gives the following
inductor voltage model:

L
∆I1
T1

≈ Ea +
Vdc

3
(Sb + Sc). (8)

L
∆I2
T2

≈ Ea +
Vdc

3
(−2 + Sb + Sc). (9)

Equation 8 and 9 show the inductor voltage model when
the switch is in the off state (Sa=0) and the on state (Sa=1).
∆I1 is the change in current value when Sa=0, while ∆I2 is
the change in current value when Sa=1. Vdc is the dc voltage
at the output side of the PWM rectifier. T1 and T1 are the rise

Fig. 3. Current near zero (blue) and peak (red) point condition [7].

Fig. 4. PWM rectifier equivalent model.

time (Sa=0) and fall time (Sa=1), respectively. Based on the
switching graphs in Fig. 3, the following equation is obtained:

T2 = Ts − T1. (10)

Then, to facilitate the tracking of the current value, the
PWM rectifier system must satisfy the following equation,

∆I1 +∆I2
Ts

≈ Ea +
Vdc

3
(−2 + Sb + Sc). (11)

To obtain the inductance model at the upper limit, Equations
8 and 9 were substituted into Eq. 11, to obtain the following
equation:

L ≤ EmTs

2Im
∗ Vdc

3Imω
∗ T1(Sb + Sc) + T2(−2 + Sb + Sc)

Ts
.

(12)

B. Lower Limit Inductance Model for the PWM Rectifier

Contrary to the zero-point condition, when the sinusoidal
voltage is at its highest point (near the peak), the current in the
PWM rectifier will reach its maximum value. In this condition,
the difference between the current and voltage reaches the
optimum value. Thus, the energy conversion process from ac
to dc is at the highest efficiency value. This state is shown
in Fig. 3 with the red line. Under steady state conditions, the
rise of the current and voltage can be written by the following
equation [7],

Em +
Vdc

3
(Sb + Sc) ≈

L∆I1
T1

. (13)

Under the condition that the switching cycle approaches the
peak current, the following condition is obtained:

|∆I1| = |∆I2|. (14)

To obtain the lower limit inductance equation, Eq. 14 was
substituted into Eq. 13:

L ≤ (2Vdc − 3Em)EmTs

2Vdc · 0.2Im
, (15)

The calculated inductance value can be used in the simu-
lation of the PWM controller to evaluate the functionality of
the proposed system model.

IV. PWM RECTIFIER IMPEDANCE CALCULATION

The inductance and capacitance parameters of the PWM
rectifier were calculated using the impedance model obtained
earlier. The calculation used the specifications of the 180 kW
PWM rectifier listed in Table I.



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

386

TABLE I
PWM RECTIFIER SPECIFICATION

Parameter Value
Input power 180 kW
Input voltage 380 VLL

Output voltage 600 Vdc

Ripple V & I 1%
Switching frequency 10 kHz

A. Upper and Lower Limit Inductance Calculation
Inductor values available on the market have tolerance

values. Thus, it is necessary to calculate the appropriate upper
and lower tolerance limits. Furthermore, the tolerance of the
generator output voltage significantly affects the selection of
component specifications. The upper and lower limits of the
inductor can be calculated using Eq. 12 and 15, based on the
obtained parameters,

0.179mH < L < 1.5mH. (16)

B. Inductance Calculation Under Steady-state Conditions
The steady-state calculation uses a phasor scheme using the

equivalent circuit shown in Fig. 4, where the input voltage
value E is the rms input voltage calculated by the following
formula:

E = VLN.rms = VLN

√
2 = 220 ·

√
2 = 311 V. (17)

Meanwhile, the VR voltage was calculated as shown below:

VR = Vdc.1ϕ = Vdc/
√
3 = 600/

√
3 = 346 V. (18)

The constant value of
√
3 was obtained when the Space Vec-

tor Modulation (SVM) method was used to control the PWM
rectifier. Then, the equivalent circuit in Fig. 4 is remodeled
into a vector diagram as shown in Fig. 5 [11].

Fig. 5. The vector diagram for PWM rectifier.

In the phasor diagram of Figure 8, two vectors represent
impedance values: the RiI vector for resistance and jωLi for
inductance. Since the R value is very small and does not really
affect the system, the resistance value was ignored.

Based on the vector diagram in Figure 5, the three voltage
components E, VR and VL interact. Since the values of E and
VR are set at the beginning, the variable that can be modeled
is VL, which is the voltage across the inductor. The inductance
voltage can be calculated using the Pythagorean formula,

VL =
√
V 2
R − E2 =

√
3462 − 3112 = 151.6 V. (19)

The value of the current flowing in the system can be
calculated using the Eq. 20,

I =
1√
3
· P
E

=
1√
3
· 180k
311

= 334.16A. (20)

Thus, the steady-state inductor value was obtained, as shown
below:

L =
VL

2πf · I
=

151.6

2π · 50 · 334.16
= 1.44mH. (21)

C. Dc-link Capacitor Calculation

PWM rectifiers utilize dc-link capacitors to smoothen the
output current and voltage, which reduces voltage ripple and
ensures output stability. According to research [12], the mini-
mum capacitance value in the PWM rectifier can be calculated
by considering changes in the output power value,

Cmin =
(P2 − P1) · Tmin − 3 · (A)2

Vdc ·∆V − 1
2 ·∆V 2

, (22)

A = Kp−max ·∆V · Tmin

2
+Ki · fsamp ·∆V · Tmin

3
. (23)

The rectifier output power changes are denoted as P1 and
P2. Tmin represents the minimum duration of the current
change, Kp−max is the maximum proportional gain (A/V), and
KI is the integral gain (A/(V.sec)). ∆V and fsamp represents
the variation of dc-link voltage value and sampling frequency
of the dc bus controller, respectively.

The power change value is set to 40% and the ∆V to 1%.
Therefore, the capacitor’s minimum value based on Eq. 22 is
1.23 mF.

V. RESULTS AND DISCUSSION

A. PWM Rectifier Model

To validate the impedance calculation results, the PWM
rectifier system was tested using the PLECS software with the
specifications shown in Table I. Then, the SVPWM control
method was used to test the PWM rectifier circuit as shown in
Fig. 6. PWM rectifier testing involves providing load condition
variations every 0.2 seconds, including no-load, 10%, 30%,
60%, and full load conditions. These conditions enable a
thorough evaluation of the rectifier’s performance.

B. Simulation Results using the Obtained Impedance Model

The experiment used three versions of inductor models and
a capacitor, as shown in Table II.

TABLE II
IMPEDANCE MODEL SPECIFICATION

Impedance Lmax Lstd Lmin C
Value 1.5 mH 1.44 mH 0.179 mH 1.23 mF

Test results were obtained by varying the impedance and
load as four different loading variations at 0.2 seconds inter-
vals, namely 10%, 30%, 60%, and 100%. As exhibited in Fig.
7, the voltage drop at each loading is directly proportional
to the applied load. Figure 2 shows that at 10% loading, the
voltage drop reaches 7.49%, 7.48%, and 8.425% for Lmax,
Lstd, and Lmin, respectively. Fig. 8 demonstrates that at 100%
loading, the voltage drop is 20.54%, 20.07%, and 13.96% for
Lmax, Lstd, and Lmin, respectively.
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rectifier system was tested using the PLECS software with the
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vals, namely 10%, 30%, 60%, and 100%. As exhibited in Fig.
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Fig. 6. PWM rectifier schematic.

Fig. 7. System test using various impedances and loadings.

Fig. 8. System test using various impedances at 100% load.

Based on the results presented in Fig. 8, a lower inductance
value results in a higher percentage of voltage drop at low
loads. However, as the load increases, the percentage of voltage
drop at the Lmin is lower compared to both Lmax and Lstd.
Technical term abbreviations are explained when first used for
clear comprehension.

The current and voltage ripples at full load are displayed in
Fig. 9 . The three inductance models generate 2.65%, 2.46%,
and 0.477% voltage ripple at 100% loading for Lmax, Lstd,
and Lmin respectively. Similarly, the current ripples at that
point is 2.68%, 2.49%, and 0.54% for the same inductance
models.

A constant dc output voltage with minimal ripple can be
maintained by employing these models. The voltage drop
lasts for only around 55 milliseconds and returns to the
600V setpoint value. This is particularly true at low voltage
drop values and for very small voltage ripples. The proposed
impedance model can be implemented in the 180 kW PWM
rectifier circuit, as the inductance value Lmin yields a superior

Fig. 9. Dc Voltage Ripple using various impedances at 100% load.

response compared to the other two models. Therefore, it
is indicated by the test results that the proposed model is
appropriate for implementation.

C. Simulation Results Using Market Impedance
For the practical application of the impedance model, we

implemented the commercially available impedance values for
the 180 kW PWM rectifier.Impedance data is presented in
Table III.

TABLE III
SYSTEM TEST USING MARKET IMPEDANCE

Impedance V Rating I Rating Tolerance Value
Inductor - 530 A 20% 0.231 mH

Capacitor 1.1 kV - - 1.2 mF

The inductor value available in the market was chosen by
considering a 20% tolerance value. The inductor’s current
rating was selected by considering a safety factor value of 70%
of the maximum current of 300 A. For the capacitor, a safety
factor is given for a voltage of 70% of the 600 V voltage. The
impedance value’s test results can be seen in Fig. 10 under the
same test conditions applied in the previous model.

The voltage drop value of Lmkt is 8.38% at 10% load and
14.37% at full load, as indicated in Fig. 11. At low load,
Lmkt’s voltage drop is lower than Lmin’s, but the opposite
is true at full load. The voltage drop value is dependent on the
load given.

At full load, there is a 0.5% ripple in dc voltage and a 0.56%
ripple in dc current, as shown in Fig. 12. The dc voltage ripple
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Fig. 10. System test using Lmkt vs Lmin at various loadings.

Fig. 11. System test using Lmkt vs Lmin at 100% loading.

for Lmin is just 0.47%, while the dc current ripple is 0.54%. In
comparison, Lmkt produces higher current and voltage ripple
values.

Fig. 12. Dc Voltage Ripple using Lmkt vs Lmin at 100% load.

Based on the market impedance test results, the suggested
Lmkt for PWM rectifier can be used, resulting in favorable
system response. The direct current voltage can be maintained
at a stable 600V. The ripple of the direct current voltage
and current is negligible, and the voltage drop is lower in
comparison to Lmax and Lsteady.

VI. CONCLUSION

In this paper, the PWM rectifier impedance was modeled
and tested using four loading levels: 10%, 30%, 60%, and
100% of load. The inductance was classified into four cat-
egories: upper limit Lmax (1.5 mH), steady-state Lstd (1.44
mH), commercially available Lmkt (0.231 mH), and lower
limit inductor Lmin (0.179 mH). The dc capacitor value
was determined through the 40% power change method,
thus requiring a 1.23 mF capacitor. The simulation results
demonstrate that the current and voltage response varies with
the value of each inductor. At 100% loading, the voltage
experiences a drop of 20.54%, 20.07%, 14.37%, and 13.96%

at Lmax, Lstd, Lmkt, and Lmin, respectively. For Lmax, the
voltage ripple at 100% load was 2.65%, 2.46% for Lstd,
0.5% for Lmkt, and 0.47% for Lmin. The current ripple was
also present at Lmax load at 2.68%, Lstd load at 2.49%,
Lmkt load at 0.56%, and Lmin load at 0.54%. Based on the
resulting pattern, it can be inferred that the inductor value
is directly proportional to the current-voltage ripple and the
accompanying voltage drop. The system can return to its
steady-state value within ±0.045 seconds with a relatively
low ripple and voltage drop. Overall, the proposed impedance
model is effective at the 180 kW power level, thereby ensuring
the stability of the dc voltage value.
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Abstract—The use of renewable energy in the microgrid
has been increasing in recent years. The renewable in-
tegration causes several negative impacts on the stability
of power grid such as power fluctuations and frequency
instability. To overcome the aformentioned problems, adding
additional inertia virtually is one solution to stabilize micro-
grid, virtual inertia is obtained by utilizing energy storage
system (ESS) and power electronics along with reliable
control mechanisms. One of the control concepts that can
produce the ability to stabilize the microgrid is known as
synchronverter. The synchronverter is a model that delivers
the conventional synchronous generator model directly into
the control algorithm. However, to the best of our knowledge,
there are no research that uses synchronverter on microgrid
connected to several renewable energy resources. In this
research, the microgrid stability control will be carried out
on a microgrid using the synchronverter method that consists
of several components, namely photovoltaic (PV) and wind
turbine (WT), local loads, and ESS. Furthermore, to study
the robustness synchronverter algorithm is tested using a
scenario namely parallel synchronverter with wind turbine.
Therefore, the use of a synchronverter in different microgrid
scenarios can clarify that the control algorithm can maintain
the system stability. The results of this research indicate
that the synchronverter algorithm can work properly in
controlling the stability of the hybrid PV-WT microgrid
system.

Index Terms—Microgrid, Virtual Synchronous Generator,
Synchronverter, Stability, Inverter, Wind Turbine, Photo-
voltaic

I. INTRODUCTION

Microgrid is a small-scale electric power system consist-
ing of several local loads integrated with an energy stor-
age system (ESS) and several distributed energy sources
(DER) [1]. The installation of DER that uses renewable
energy in microgrids is growing rapidly. For example,
Indonesia targets the installation of renewable energy as
much as 23 percents of total generation by 2025, and Japan
targets 53 GW of solar energy (PV) to be connected to the
electricity grid by 2030 [2] [3].

The increasing of renewable energy installation in mi-
crogrid brings several negative impacts on power stability
such as power fluctuations due to the renewable energy
intermittent characteristics and a decrease in the frequency
stability of the grid, especially when the microgrid is in
islanded mode [4] [5]. Some of these negative impacts are

caused by renewable energy sources, which have small
inertia when compared to conventional energy sources.
In contrast, inertia has an essential role in maintaining
network stability. One solution that can solve the problem
is using synchronverter algorithm.

Synchronverter is a model that derives the conventional
synchronous generator model directly into the control
algorithm. Thus, the synchronverter model has the exact
dynamics as a traditional synchronous generator [6]. The
advantage of the synchronverter is that the parameter
values used can be adjusted flexibly according to network
needs. The parameter values can be changed even though
the system is still operating.

Research on voltage and frequency stability on micro-
grids using synchronverter has been carried out by several
previous studies. In [6] [7], synchronverter is used as a
power electronics-based generator control (inverter). This
study describes the model, dynamics, implementation, and
operation of the synchronverter. Furthermore, this research
shows that the active power and reactive power in the
synchronverter can be automatically injected based on the
load requirements using a droop frequency and voltage
mechanism. However, this study uses a single generator
scenario. So that further research is needed to assess the
performance of the synchronverter on a microgrid with
several generators, especially plants based on renewable
energy sources.

In some research, synchronverters are used in micro-
grid systems with a single renewable energy source [8]
[9] [10] [11] [12] [13] [14]. Microgrid operations have
several varied renewable energy sources such as solar
power plants, wind power plants, micro hydro, and other
renewable energy plants. Thus, the next project should
carry out research on the application of synchronverters
on microgrids with several renewable energy sources.

In [15] present a sensitivity analysis for fifth order
synchronverter model connected to an infinite bus, with
respect to voltage and current measurement errors. They
have shown that the sensitivity of the grid currents to
voltage measurement errors is too large to be acceptable,
leading to distorted grid currents (as observed in experi-
ments). However, from the some synchronverter model, the
measurement errors are ignored. Therefore, to minimize
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Fig. 10. System test using Lmkt vs Lmin at various loadings.

Fig. 11. System test using Lmkt vs Lmin at 100% loading.

for Lmin is just 0.47%, while the dc current ripple is 0.54%. In
comparison, Lmkt produces higher current and voltage ripple
values.

Fig. 12. Dc Voltage Ripple using Lmkt vs Lmin at 100% load.

Based on the market impedance test results, the suggested
Lmkt for PWM rectifier can be used, resulting in favorable
system response. The direct current voltage can be maintained
at a stable 600V. The ripple of the direct current voltage
and current is negligible, and the voltage drop is lower in
comparison to Lmax and Lsteady.

VI. CONCLUSION

In this paper, the PWM rectifier impedance was modeled
and tested using four loading levels: 10%, 30%, 60%, and
100% of load. The inductance was classified into four cat-
egories: upper limit Lmax (1.5 mH), steady-state Lstd (1.44
mH), commercially available Lmkt (0.231 mH), and lower
limit inductor Lmin (0.179 mH). The dc capacitor value
was determined through the 40% power change method,
thus requiring a 1.23 mF capacitor. The simulation results
demonstrate that the current and voltage response varies with
the value of each inductor. At 100% loading, the voltage
experiences a drop of 20.54%, 20.07%, 14.37%, and 13.96%

at Lmax, Lstd, Lmkt, and Lmin, respectively. For Lmax, the
voltage ripple at 100% load was 2.65%, 2.46% for Lstd,
0.5% for Lmkt, and 0.47% for Lmin. The current ripple was
also present at Lmax load at 2.68%, Lstd load at 2.49%,
Lmkt load at 0.56%, and Lmin load at 0.54%. Based on the
resulting pattern, it can be inferred that the inductor value
is directly proportional to the current-voltage ripple and the
accompanying voltage drop. The system can return to its
steady-state value within ±0.045 seconds with a relatively
low ripple and voltage drop. Overall, the proposed impedance
model is effective at the 180 kW power level, thereby ensuring
the stability of the dc voltage value.
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some measurement error, this paper adopted their strategy.
An additional filter are used to increase the ability of
developed synchronverter model.

With regards to the above mentioned problems, this
paper analyses microgrid stability control using synchron-
verter method. The contribution of this paper are the
microgrid testing scenario and synchronverter model de-
velopment. The application of synchronverters on micro-
grids with several renewable energy sources should be
investigated. Therefore, in this paper, the microgrid test
system consists of parallel synchronverter which means
hybrid PV-WT test system. In addition, we develop an ad-
vanced synchronverter model compared with the original
synchronverter.

II. SYNCHRONVERTER

In this research, the synchronverter model is used as a
reference for the mathematical model that used to control
power electronics. This chapter will explain about the two
main parts of a synchronverter, namely the electrical and
mechanical parts. Furthermore, the synchronous generator
model was adapted to the synchronverter model which is
assumed to be ideal with some neglected physical parts
such as magnetic saturation effect, iron core losses and
eddy currents. This synchronous generator model uses
reference from [6] and [16].

Fig. 1. Ideal three-phase synchronous generator.

A. Electrical Part

The structure of an ideal three-phase generator can be
seen in Figure 1. The current in the stator winding is
denoted as ia, ib and ic, while the three-phase voltage
denoted as va, vb and vc. The current and voltage in
the rotor windings are if and vf , respectively. The stator

winding can be regarded as a coil having an inductance L,
mutual inductance −M and resistance Rs. Furthermore,
define Ls = M + L. Then the winding on the rotor
is also considered as a coil that has an inductance Lf

and resistance Rf . Mf is the mutual inductance amplitude
between the rotor and each stator winding. The rotor angle
is denoted as θ.

It is assumed that there is no neutral line, so:

ia + ib + ic = 0. (1)

The flux in the stator is denoted as Φa, Φb and Φc. Then
it is defined into the following vector.

i =



ia
ib
ic


 ,Φ =



Φa

Φb

Φc


 , v =



va
vb
vc


 (2)

The flux linkage in the stator is:

Φ = Lsi+Msifcosθ (3)

The flux linkage in the rotor is:

Φf = Lf if +Mf


i, cosθ


(4)

The terminal voltage is modeled in vector v as follow:

v = e−Rsi− Ls
di

dt
(5)

With e =

eaebec

T
is the EMF caused by the move-

ment of the rotor which has the following formula:

e = Mf ifωsinθ −Mf
dif
dt

cosθ (6)

While ω = θ̇ is the angular speed of the rotor. e is also
called synchronous internal voltage. Furthermore, the field
terminal voltage is:

Vf = −Rf if − dΦf

dt
(7)

B. Mechanical Part

The machine’s magnetic field energy is:

Emag ==
1

2


i, Lsi


+Mf if


i, cosθ


+

1

2
Lf i

2
f (8)

Electromagnetic torque can be calculated by the equa-
tion below; the equation uses the relationship of θ = pθm,
θm is the mechanical rotor angle and p = 1.

Te ==


3

2
Mf if iq = −mif iq (9)

The mechanical torque is produced by prime mover.
In this model, the prime mover’s dynamics are neglected,
and it is assumed that the mechanical torque Tm (plus
active power droop) acts on the rotor. If it is assumed that
there is no cogging torque, that is, the torque caused by
the interaction of the permanent magnet or electromagnet
of the rotor and stator, then the mechanical model of the
machine is:

Jω̇ = Tm − Te −Dpω (10)
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The terminal voltage is modeled in vector v as follow:
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dt
(5)
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T
is the EMF caused by the move-

ment of the rotor which has the following formula:

e = Mf ifωsinθ −Mf
dif
dt

cosθ (6)

While ω = θ̇ is the angular speed of the rotor. e is also
called synchronous internal voltage. Furthermore, the field
terminal voltage is:

Vf = −Rf if − dΦf

dt
(7)

B. Mechanical Part

The machine’s magnetic field energy is:

Emag ==
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i, Lsi


+Mf if


i, cosθ
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Electromagnetic torque can be calculated by the equa-
tion below; the equation uses the relationship of θ = pθm,
θm is the mechanical rotor angle and p = 1.

Te ==


3

2
Mf if iq = −mif iq (9)

The mechanical torque is produced by prime mover.
In this model, the prime mover’s dynamics are neglected,
and it is assumed that the mechanical torque Tm (plus
active power droop) acts on the rotor. If it is assumed that
there is no cogging torque, that is, the torque caused by
the interaction of the permanent magnet or electromagnet
of the rotor and stator, then the mechanical model of the
machine is:

Jω̇ = Tm − Te −Dpω (10)

J,Dp, and ω are moment of inertia of all rotating parts,
damping factor, and the rotational frequency, respectively.
While ω is the first derivative of the rotor angle. The term
−Dpω is generated by friction, which is mainly generated
by the droop control of the prime mover, then adjusted
according to ω.

It should be noted that if no significant friction occurs,
then the rotor’s virtual torque is Tm−Dpω. So, the equa-
tion depends on ω which is feedback or called frequency
droop. As explained in the previous chapter, torque Tm

considered constant or a value that changes depending
on user requirements. The synchronverter frequency will
follow the network frequency, the synchronverter will
change the power output if the frequency is more than
or less than the nominal frequency. If the synchronverter
frequency exceeds the frequency set-point, then the power
output will be reduced. Otherwise, if the synchronverter
frequency is less, then the power output will be increased.
Furthermore, the droop coefficient value Dp is the coeffi-
cient value commonly used in conventional synchronous
generators. For example, the European generators standard
uses 3 percents change in frequency causes the 100 percent
nominal power.

Another critical parameter is inertia J . J must have
the same value as the original synchronous generator.
For synchronverter, the value of J is better to have a
small value because the inertia will affect the system’s
speed in responding to changes. Furthermore, if H is
the synchronous generator time constant, it is denoted
as H = 1

2Jω
2/Pn. Noted that: 2s ≤ H ≤ 12s. The

time constant causes the value of J ≥ 4Pn/ω
2
n and

Dp = Pn/(drooprate ∗ ω2
n), where the droop rate is a

proportion ωn that results in Tm as much as 100 percents
(Commonly around 0.03).

III. SYNCHRONVERTER

Synchronverter is power electronics system that has a
unique control algorithm. The model used is the same
as the synchronous machine, as shown in Figure 1. The
synchronverter model will use equations 5, 6, 7, 9 and
10 from the previous chapter. Next, the formula will add
the assumption of constant rotor current to simplify the
calculation. The assumption is not a good approach but
is needed to streamline controller design. If the synchron-
verter is considered a small capacity inverter in a large
system, the main network will be considered an infinite
bus. The synchronverter equation is as follows:

v = −Rsi− Ls
di

dt
+ e (11)

e = ωMf ifsinθ (12)

Te = Mf if (i, sinθ) (13)

Jω̇ = Tm − Te −Dpω,withω = θ̇ (14)

Active and reactive power are defined by P =< i, e >
and Q =< i, equad >, with equad = −ωMf ifcosθ. Active

and reactive power can be calculated using the following
equation:

P = ωMf if
〈
i, sin θ

〉
(15)

Q = −ωMf if
〈
i, cos θ

〉
(16)

These equation can be implemented into the synchron-
verter block diagram in figure 2

IV. SIMULATION SCENARIO

This research uses simulink to simulate microgrid with
synchronverter control. The microgrid consists of two
renewable energy sources: photovoltaic (PV) and wind
turbine (WT). With PV connected to a battery to store
the power that has been generated.

Synchronverter algorithm is used to control the PV
inverter output. In the simulation, PV is considered a unit
with the battery and is a constant DC source. Furthermore,
WT will be given a different wind speed input value
to test the synchronverter control performance against
changes in power. The diagram for a microgrid system
with synchronverter control can be seen in Figure 3. In
addition, the parameter values for the microgrid system
can be seen in Table I.

Fig. 2. Synchronverter block diagram

Fig. 3. PV-WT diagram
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TABLE I
MICROGRID PARAMETER VALUE.

Parameters Value
J 0.2khm2

Dp 1.7
Dq 120
Rs 0.152Ω
Ls 15 mH
C 10µF
Lg 15 mH
Sample Time 0.1µs
vn 220 V
Mf if initial condition 0
Inverter Power 20 kW
Inverter Current 0− 80 A
Pn 3.5 kW
Qn 0 VAR
Wind Turbine Power Capacity 5.2 kVA
Load 1 3.5 kW, 1.1 kVAR
Load 2 5.5 kW, 1.1 kVAR
Wind Turbine Load 5 kW
Capacitor Bank 400 VAR
Vdc 700 V

In analyzing whether the synchronverter algorithm can
maintain the frequency and voltage values at their nom-
inal values, this research has simulation scenario namely
simulation of a synchronverter connected in parallel with
a wind turbine.

Several measurable variables will be seen from these
scenarios, namely voltage, frequency, inverter power, WT
power and load. Furthermore, to test the the control
algorithm’s ability to deal with changes, a simulation will
be carried out with the following changes in conditions.

- Condition 1: Change in load (Up/Down).
- Condition 2: Microgrid connected to utility grid.
- Condition 3: Changes in WT wind speed.
Furthermore, by changing the conditions above, it can

be analyzed whether the synchronverter algorithm can
maintain the frequency and voltage values at their nominal
values.

V. RESULT AND DISCUSSION

The scenario of the synchronverter control algorithm
testing is the synchronverter test connected in parallel
with the wind turbine. This test is done by checking
the inverter’s response to load, and wind turbines speed
changes.

In this experiment, the simulation was carried out for
10 seconds with the following test scheme:

- At 0 seconds, the wind turbine is connected to the
inverter.

- At 0 to 2nd second, load 1 (3.5 kW and 1.1 kVAR)
and the internal wind turbine load (5 kW) are connected.

- At 2nd to 4th second, load 2 (5.5 kW and 1.1 kVAR)
is connected to the system and then disconnected.

- At 5th to 6th second, the wind speed increased from
9 m/s to 11 m/s.

- At 6th to 7th second, the wind speed drops from 11
m/s to 8 m/s.

- At 7th to 10th second, wind speed is constant at 8
m/s, then load 1 and internal load WT are connected.

This simulation aims to test whether the inverter can
maintain the frequency and voltage values of the system
when the microgrid is connected to the wind turbine. In
this experiment, two parameters will be changed, namely
the increase/decrease in load and changes in wind speed.
Furthermore, the frequency and voltage values of the
system can be seen in Figure 4 and 5, while the values for
the active power and reactive power of the synchronverter
and wind turbine can be seen in Figures 6, 7, 8 and 9,
respectively.

Fig. 4. Microgrid Frequency

Fig. 5. Microgrid Voltage

Fig. 6. Synchronverter Active Power

Fig. 7. Synchronverter Reactive Power
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- At 0 seconds, the wind turbine is connected to the
inverter.

- At 0 to 2nd second, load 1 (3.5 kW and 1.1 kVAR)
and the internal wind turbine load (5 kW) are connected.

- At 2nd to 4th second, load 2 (5.5 kW and 1.1 kVAR)
is connected to the system and then disconnected.

- At 5th to 6th second, the wind speed increased from
9 m/s to 11 m/s.

- At 6th to 7th second, the wind speed drops from 11
m/s to 8 m/s.

- At 7th to 10th second, wind speed is constant at 8
m/s, then load 1 and internal load WT are connected.

This simulation aims to test whether the inverter can
maintain the frequency and voltage values of the system
when the microgrid is connected to the wind turbine. In
this experiment, two parameters will be changed, namely
the increase/decrease in load and changes in wind speed.
Furthermore, the frequency and voltage values of the
system can be seen in Figure 4 and 5, while the values for
the active power and reactive power of the synchronverter
and wind turbine can be seen in Figures 6, 7, 8 and 9,
respectively.

Fig. 4. Microgrid Frequency

Fig. 5. Microgrid Voltage

Fig. 6. Synchronverter Active Power

Fig. 7. Synchronverter Reactive Power

Fig. 8. Wind Turbine Active Power

Fig. 9. Wind Turbine Reactive Power

From the experimental results, the microgrid’s fre-
quency and voltage are always at their nominal values.
Furthermore, the synchronverter algorithm is very effective
in maintaining stability. The inverter can inject power
according to the system’s load demand. For example,
when the wind speed increases, the inverter reduces the
power supplied. On the other hand, when the wind speed
decreases, the inverter increases the power. With this
condition, the system will always be stable at its nominal
value. Another example is when load change occurs. Since
the power from the wind turbine depends on the wind
speed, the inverter must help supply the power required
by the load. So that the stability of the microgrid system
that uses a synchronverter can be said to be good.

VI. CONCLUSION

Synchronverter is a special control algorithm that mim-
ics the operation of a synchronous generator. In this study,
the synchronverter algorithm is used as a power electronics
controller that maintains frequency and voltage stability on
the microgrid under different conditions such as changes
in load and wind turbines generator power output changes.
The results of these scenarios are that the synchronverter
can inject power according to the system’s load demand.
In the wind turbine generator power output changes test,
inverter reduces the power supplied when the wind speed
increases. On the other hand, when the wind speed de-
creases, the inverter increases the power. Furthermore,
since the power from the wind turbine depends on the wind
speed, the inverter must help supply the power required
by the load. Based on the result above, the robustness
of synchronverter algorithm in maintain the microgrid
stability are achieved.
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Abstract—This paper proposes a novel adaptive model 
predictive control (MPC) for current interharmonics in 
photovoltaic (PV) system. In this method, a two-step prediction 
model for the output current and interharmonic currents of PV 
system is firstly derived. Then, MPC is used to realize the 
inverter control and interharmonic suppression at the same 
time. In addition, enhanced suppression of interharmonics at 
specific frequencies is realized by introducing a key parameter 
adaptive adjustment mechanism. Simulation results show that 
the proposed interharmonic suppression strategy can effectively 
reduce the interharmonic amplitude with a suppression ratio of 
up to 75%. And adaptive parameter adjustment can 
significantly improve the suppression effect of specific 
interharmonics by more than 26%.  

Keywords—PV system, Adaptive model predictive control, 
Interharmonic suppression, Adaptive parameter adjustment  

I. INTRODUCTION  
The volatility of PV output and the implementation of the 

maximum power point tracking (MPPT) algorithm 
significantly degraded the power quality of the power system 
as it introduced complex harmonic and interharmonic 
difficulties to the power grid [1]. The component whose 
frequency is non-integral multiple of the fundamental 
frequency is referred to as interharmonic.  

Interharmonics are more dispersed and difficult to 
evaluate than harmonics, which not only lower power factor 
and the quality of grid-connected power but also create a host 
of additional issues. For instance, waveform distortion caused 
by interharmonics will hinder the effective operation of relay 
protection devices and may even result in malfunctions [2]. 
The flicker phenomenon, which is the visual response of the 
human eye to incandescent lamps, can also be caused by low-
frequency interharmonics with larger amplitude [3]. When the 
interharmonic frequency is in the sub-synchronous region, it 
will interact with the mechanical oscillation of the adjacent 
generator shaft system and cause sub-synchronous oscillation 
of the system, which will have a significant negative effect on 
the stable functioning of the power system [4]. 

The interharmonic generation mechanism and 
mathematical modeling of photovoltaic grid-connected 
system had both been explored by several academics. 
Experimental data in [5] demonstrated that the MPPT 
algorithm was the primary contributor to the interharmonic 
current of grid-connected PV system. Sangwongwanich et al. 
[6] explained the precise process of interharmonics creation in 
PV grid-connected system due to MPPT perturbations.  

The suppression of interharmonics can probably be 
achieved by optimizing the MPPT algorithm, optimizing the 
grid-connection control algorithm and optimizing the 

topology. Based on the optimization of the MPPT method, 
Hou et al. [7] suggested a zero-disturbance MPPT algorithm. 
The DC voltage perturbation at steady state is eliminated, thus 
suppressing the interharmonics, but it also leads to a decrease 
in the sensitivity of the MPPT algorithm. In addition, 
randomizing the perturbation frequency of the MPPT 
algorithm [8] can also reduce the overall level of the 
interharmonic current amplitude, but more frequencies of 
interharmonic components result from it. By improving the 
grid-connected control technique, a nonlinear current control 
strategy was suggested in [9]. The injection of a continuous 
term produced by the reliable, exact high-order sliding-mode 
differentiator precisely compensated for the disturbance.  

The interharmonics suppression objective can also 
achieved via the optimization topology. The interharmonic 
filter [10] and the phase-shifting MPPT method based on 
cascaded inverters [11] were sequentially proposed by 
Sangwongwanich et al. The former introduced an additional 
set of switching tubes as the interharmonic filter to suppress 
interharmonics. The latter suppresses interharmonics by 
removing DC voltage disturbances through phase shift control 
of the cascaded inverter. 

However, optimizing the MPPT algorithm sacrifices the 
MPPT tracking effectiveness and optimizing the topology 
increases the system cost, both of which can burden the system. 
Optimized grid-connected control strategies do not have these 
problems, except that the implementation of existing control 
techniques is difficult. To address these issues, this paper 
proposes an interharmonic suppression strategy that is less 
difficult to implement based on model predictive control. 

This paper focuses on the implementation of 
interharmonic current suppression strategies in PV system. 
The second part analyzes the interharmonic current 
characteristics of PV system based on MPPT perturbation. In 
the third part, the proposed adaptive model predictive control 
method with interharmonic suppression (ISMPC) is 
established, and the parameter adaptive adjustment is used to 
regulate the suppression capability. Finally, the fourth part 
verifies the effectiveness of the proposed strategy through 
simulations. 

II. INTERHARMONIC CHARACTERIZATION OF PV SYSTEM 
BASED ON MPPT PERTURBATION 

The topological structure of the PV system is depicted in 
Fig. 1. The MPPT algorithm is used to track the maximum 
power point in order to maximize the output power of the PV 
arrays. The perturbed MPPT algorithm, which is widely used 
in industry, presents a three-point oscillation in its DC voltage 
at steady state as shown in Fig. 2. 
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I. INTRODUCTION  
The volatility of PV output and the implementation of the 

maximum power point tracking (MPPT) algorithm 
significantly degraded the power quality of the power system 
as it introduced complex harmonic and interharmonic 
difficulties to the power grid [1]. The component whose 
frequency is non-integral multiple of the fundamental 
frequency is referred to as interharmonic.  

Interharmonics are more dispersed and difficult to 
evaluate than harmonics, which not only lower power factor 
and the quality of grid-connected power but also create a host 
of additional issues. For instance, waveform distortion caused 
by interharmonics will hinder the effective operation of relay 
protection devices and may even result in malfunctions [2]. 
The flicker phenomenon, which is the visual response of the 
human eye to incandescent lamps, can also be caused by low-
frequency interharmonics with larger amplitude [3]. When the 
interharmonic frequency is in the sub-synchronous region, it 
will interact with the mechanical oscillation of the adjacent 
generator shaft system and cause sub-synchronous oscillation 
of the system, which will have a significant negative effect on 
the stable functioning of the power system [4]. 

The interharmonic generation mechanism and 
mathematical modeling of photovoltaic grid-connected 
system had both been explored by several academics. 
Experimental data in [5] demonstrated that the MPPT 
algorithm was the primary contributor to the interharmonic 
current of grid-connected PV system. Sangwongwanich et al. 
[6] explained the precise process of interharmonics creation in 
PV grid-connected system due to MPPT perturbations.  

The suppression of interharmonics can probably be 
achieved by optimizing the MPPT algorithm, optimizing the 
grid-connection control algorithm and optimizing the 

topology. Based on the optimization of the MPPT method, 
Hou et al. [7] suggested a zero-disturbance MPPT algorithm. 
The DC voltage perturbation at steady state is eliminated, thus 
suppressing the interharmonics, but it also leads to a decrease 
in the sensitivity of the MPPT algorithm. In addition, 
randomizing the perturbation frequency of the MPPT 
algorithm [8] can also reduce the overall level of the 
interharmonic current amplitude, but more frequencies of 
interharmonic components result from it. By improving the 
grid-connected control technique, a nonlinear current control 
strategy was suggested in [9]. The injection of a continuous 
term produced by the reliable, exact high-order sliding-mode 
differentiator precisely compensated for the disturbance.  

The interharmonics suppression objective can also 
achieved via the optimization topology. The interharmonic 
filter [10] and the phase-shifting MPPT method based on 
cascaded inverters [11] were sequentially proposed by 
Sangwongwanich et al. The former introduced an additional 
set of switching tubes as the interharmonic filter to suppress 
interharmonics. The latter suppresses interharmonics by 
removing DC voltage disturbances through phase shift control 
of the cascaded inverter. 

However, optimizing the MPPT algorithm sacrifices the 
MPPT tracking effectiveness and optimizing the topology 
increases the system cost, both of which can burden the system. 
Optimized grid-connected control strategies do not have these 
problems, except that the implementation of existing control 
techniques is difficult. To address these issues, this paper 
proposes an interharmonic suppression strategy that is less 
difficult to implement based on model predictive control. 

This paper focuses on the implementation of 
interharmonic current suppression strategies in PV system. 
The second part analyzes the interharmonic current 
characteristics of PV system based on MPPT perturbation. In 
the third part, the proposed adaptive model predictive control 
method with interharmonic suppression (ISMPC) is 
established, and the parameter adaptive adjustment is used to 
regulate the suppression capability. Finally, the fourth part 
verifies the effectiveness of the proposed strategy through 
simulations. 

II. INTERHARMONIC CHARACTERIZATION OF PV SYSTEM 
BASED ON MPPT PERTURBATION 

The topological structure of the PV system is depicted in 
Fig. 1. The MPPT algorithm is used to track the maximum 
power point in order to maximize the output power of the PV 
arrays. The perturbed MPPT algorithm, which is widely used 
in industry, presents a three-point oscillation in its DC voltage 
at steady state as shown in Fig. 2. 
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The DC voltage command vdc

ref generates a jump of 
magnitude Vstep at each perturbation cycle Tmppt, which rapidly 
generates a voltage error in the control link. This error in the 
action of the controller causes the output current of the inverter 
to carry interharmonic components [12]. The three-point 
oscillating DC voltage command with frequency ωo=2π/To 
can be realized by Fourier expansion: 
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Where: vn and θn are the amplitude and phase angle. 

According to the frequency response characteristics of the 
linear system, the component of d-axis in inverter current will 
contain the AC component of the corresponding frequency 
under the action of the AC component in the DC voltage 
command, which are: 
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Where: id0 is the DC component of the d-axis component in 
output current; idn, θdn are respectively the amplitude and 
phase angle of each AC component frequency. 

The q-axis component of the output current can be 
approximated as 0 when the power factor is 1. The three-phase 
output current of the inverter is: 
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The output current of the PV system will contain 
interharmonics at angular frequencies ωg-nωo and ωg+nωo (n 
=1, 3, 5···) when the DC voltage command exhibits three-
point oscillation feature with angular frequency ωo, as can be 
seen from equations (1)–(3).  

III. PREDICTIVE CONTROL OF CURRENT INTERHARMONICS IN 
PV SYSTEMS 

A. Model predictive control method with interharmonic 
suppression function 
To achieve the two objectives of inverter control and 

interharmonic suppression simultaneously, this work uses 
model predictive control [13], which has good multi-objective 
processing capability and is simple to implement. It can use a 
nonlinear model of the system as a predictive model to predict 
the behavior of the system over time and calculate the optimal 
control input sequence in combination with optimization 
algorithms and real-time measurement data.  

The current discrete prediction model [14] for the topology 
used in this paper in the αβ two-phase stationary coordinate 
system is given by： 
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Where: iα
*(k+1) and iβ

*(k+1) are anticipated values of the 
output current for the α-axis and β-axis, respectively; iα(k) and 
iβ(k) are actual values of the output current, respectively. The 
α-axis and β-axis components of the grid voltage, respectively, 
are represented by eα(k) and eβ(k). The α-axis and β-axis 
components of the output voltage vector are vα(k) and vβ(k), 
respectively. 

Actual digital control requires a certain amount of time for 
sampling and computation. The optimal switching state 
selected based on the system information at moment k cannot 
be executed immediately during this control cycle, which will 
lead to a delay in the MPC and make the control fail. Therefore, 
a second step of model prediction is necessary: 
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The first step is predicted based on the information of 
system at time k, and the expected value of the output current 
at time k+1 is determined. The second stage of prediction is 
then performed to determine the predicted value of the current 
at k+2 time with the help of the predicted value at k+1 time. 
The current cost function is used to realize the grid-connected 
control in the following form: 

 ref * ref *
c α α β β( 2) ( 2)g i i k i i k= − + + − +  (6) 

Where: the current instruction from the voltage ring has two 
components, iα

ref and iβ
ref, which are components of α-axis and 

β-axis, respectively. 

Taking the frequency resolution and period as fr and Tr, 
respectively, and the sampling period as Ts. The amplitude of 
the sinusoidal component about the interharmonic current in 
α-axis at time k and frequency fi can be calculated through 
discrete integration: 
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The predicted value of amplitude at k+2 time can be 
obtained as follows after eliminating the first two terms in the 
discrete integral and adding the prediction terms of k+1 time 
and k+2 time obtained by the prediction model: 

 
s

s r

*
α s r s α i

( 2)
* *
α i s α i s

( 2) 2 [ ( )sin 2π

( 1)sin 2π ( 1) ( 2)sin 2π ( 2) ]

kT

fi
l k T T

I k f T i l f l

i k f k T i k f k T
= + −

+ = +

+ + + + +

  (8) 

vdc
Cdc

+

-

ipv idc

ia

ib

ic

RL ea

eb

ec

S1 S3 S5

S4 S6 S2

n
a

b
c

 
Fig. 1. Topology diagram of PV system  (vdc-- DC voltage; ipv-- 
output current of PV array; idc-- DC current; ia, ib, ic-- grid-connected 
currents; ea, eb, ec-- power grid voltage; S1-S6-- switching tubes; Cdc—
DC capacitance; L-- filter inductance; R-- parasitic resistance). 

 
Fig. 2. Diagram of the DC-link voltage command three-point 
oscillation output by perturbance MPPT algorithm. 
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Similar prediction models may be obtained for the sine 
components I*

βfis(k+2) and the cosine components I*
βfic(k+2) 

of the interharmonic current at β-axis, and cosine component 
I*

αfic(k+2) of the interharmonic current at α-axis. The 
prediction model of interharmonic current for time k+2 in the 
αβ coordinate system is then as follows: 
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The interharmonic cost function is constructed in the form 
of a weighted sum of the absolute values of the interharmonic 
currents at each frequency: 

 
i i

i
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f
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Where: λfi is the secondary interharmonic coefficients, which 
corresponds to the interharmonic current with frequency fi.  

The following accuracy of the output current and the 
impact of interharmonic suppression can be traded off by 
varying the weighting factor λinter. The whole cost function is： 

 
1 c inter interg g g= +  (11) 

B. Adaptive parameter adjustment mechanism 
The secondary interharmonic coefficients λfi must be set 

suitably to allocate the suppression capability more to the 
interharmonic components with larger amplitude in order to 
make the most effective use of the interharmonic suppression 
capability. However, obtaining the ideal weighting 
coefficients necessitates carrying out numerous tests, which is 
a difficult procedure. In order to give system the ability to 
automatically change and attain the ideal parameter settings, 
the adaptive parameter adjustment method is introduced in 
this section. 

If the amplitude of a certain interharmonic frequency is Ifi, 
it is obvious that the larger its corresponding secondary 
interharmonic coefficients λfi is within a certain range, the 
stronger the suppression effect it obtains, which in turn 
reduces its amplitude Ifi. The gradient descent method can be 
used to arrive at the following result, assuming that the 
gradient value of the change of both variables is p: 

 ( 0)fi

fi

dI
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d
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The gradient p is substituted by the nominal value P since 
the functional link between the amplitude of the 
interharmonics and the weighting coefficients is unclear. The 
discretization of the above equation can be processed to obtain 
the weighting coefficient adjustment step as follows: 

 1 ( 0)fi fiI P
P

 = −    (13) 

The error between the fixed P-value and the actual 
gradient may cause the system to oscillate around the optimal 
parameters and fail to converge.  Therefore, it is also required 
to include a convergence factor in the adjustment step in order 
to guarantee the convergence of parameters. The convergence 
factor is high at the beginning stage, ensuring that the optimal 
value is soon approached with a sizable adjustment step. The 
convergence factor swiftly converges to 0 over time, and the 
step size of the parameter change is similarly reduced, which 
means the weighting coefficients tend to stabilize. The final 
adjustment step size is as follows: 

 1 ( 0, 0)qt
fi fiI e P q

P
− = −     (14) 

Where q is the convergence constant. 

 
The block diagram of ISMPC control is illustrated in Fig. 

3, and its flowchart is given in Fig. 4. By sampling the DC 
voltage vdc and output current ipv of PV arrays, MPPT 
algorithm outputs the DC voltage command vdc

ref. The voltage 
loop outputs the d-axis current command id

ref and enables the 
DC voltage to follow the instructions through the PI controller. 
Current instructions of αβ-axis iα

ref and iβ
ref are obtained after 

the coordinate transformation. On the other hand, the actual 
output currents iα and iβ of the αβ-axis are obtained from the 
output currents iabc of the inverter by coordinate 
transformation. The optimal switching state is then found by 
calculating the value of the cost function and is applied to the 
switching tube at the next moment through the drive circuit to 
complete the control of the inverter and the suppression of 
interharmonics. 

 

IV. SIMULATION RESULTS AND ANALYSIS 
In order to validate the effectiveness of the proposed 

ISMPC control approach, a PV system with the function of 
interharmonic suppression is simulated. Settings of MPPT are 
configured as follows: disturbance period Tmppt= 0.05s, 
disturbance step size Vstep= 5V. 

Fig. 5 illustrates the simulated waveform employing 
classic model predictive control (MPC). The fundamental 
amplitude of inverter output current is 13.91 A and the THD 
is 3.31%. The A-phase current spectrum shows that the 
interharmonics with large amplitude are distributed at 5m Hz 
(m = 1, 3, 5, ... 19), which will be the next target for 
suppression. λinter is set to 1000, and the secondary 
interharmonic coefficients are all 1. Simulation waveform of 
the suggested ISMPC control with interharmonic suppression 
function is illustrated in Fig. 6. The fundamental amplitude of 
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Similar prediction models may be obtained for the sine 
components I*

βfis(k+2) and the cosine components I*
βfic(k+2) 

of the interharmonic current at β-axis, and cosine component 
I*

αfic(k+2) of the interharmonic current at α-axis. The 
prediction model of interharmonic current for time k+2 in the 
αβ coordinate system is then as follows: 

   
   

* * *
α α s i s α c i s
* * *
β β s i s β c i s

( 2) ( 2)sin 2π ( 2) ( 2)cos 2π ( 2)
( 2) ( 2)sin 2π ( 2) ( 2)cos 2π ( 2)

fi fi fi

fi fi fi

i k I k f k T I k f k T
i k I k f k T I k f k T

+ = + + + + +
+ = + + + + +

 (9) 

The interharmonic cost function is constructed in the form 
of a weighted sum of the absolute values of the interharmonic 
currents at each frequency: 

 
i i

i

* *
inter α β( 2) ( 2)fi if if

f
g λ i k i k = + + +   (10) 

Where: λfi is the secondary interharmonic coefficients, which 
corresponds to the interharmonic current with frequency fi.  

The following accuracy of the output current and the 
impact of interharmonic suppression can be traded off by 
varying the weighting factor λinter. The whole cost function is： 

 
1 c inter interg g g= +  (11) 

B. Adaptive parameter adjustment mechanism 
The secondary interharmonic coefficients λfi must be set 

suitably to allocate the suppression capability more to the 
interharmonic components with larger amplitude in order to 
make the most effective use of the interharmonic suppression 
capability. However, obtaining the ideal weighting 
coefficients necessitates carrying out numerous tests, which is 
a difficult procedure. In order to give system the ability to 
automatically change and attain the ideal parameter settings, 
the adaptive parameter adjustment method is introduced in 
this section. 

If the amplitude of a certain interharmonic frequency is Ifi, 
it is obvious that the larger its corresponding secondary 
interharmonic coefficients λfi is within a certain range, the 
stronger the suppression effect it obtains, which in turn 
reduces its amplitude Ifi. The gradient descent method can be 
used to arrive at the following result, assuming that the 
gradient value of the change of both variables is p: 

 ( 0)fi

fi

dI
p p

d
= − 


 (12) 

The gradient p is substituted by the nominal value P since 
the functional link between the amplitude of the 
interharmonics and the weighting coefficients is unclear. The 
discretization of the above equation can be processed to obtain 
the weighting coefficient adjustment step as follows: 

 1 ( 0)fi fiI P
P

 = −    (13) 

The error between the fixed P-value and the actual 
gradient may cause the system to oscillate around the optimal 
parameters and fail to converge.  Therefore, it is also required 
to include a convergence factor in the adjustment step in order 
to guarantee the convergence of parameters. The convergence 
factor is high at the beginning stage, ensuring that the optimal 
value is soon approached with a sizable adjustment step. The 
convergence factor swiftly converges to 0 over time, and the 
step size of the parameter change is similarly reduced, which 
means the weighting coefficients tend to stabilize. The final 
adjustment step size is as follows: 

 1 ( 0, 0)qt
fi fiI e P q

P
− = −     (14) 

Where q is the convergence constant. 

 
The block diagram of ISMPC control is illustrated in Fig. 

3, and its flowchart is given in Fig. 4. By sampling the DC 
voltage vdc and output current ipv of PV arrays, MPPT 
algorithm outputs the DC voltage command vdc

ref. The voltage 
loop outputs the d-axis current command id

ref and enables the 
DC voltage to follow the instructions through the PI controller. 
Current instructions of αβ-axis iα

ref and iβ
ref are obtained after 

the coordinate transformation. On the other hand, the actual 
output currents iα and iβ of the αβ-axis are obtained from the 
output currents iabc of the inverter by coordinate 
transformation. The optimal switching state is then found by 
calculating the value of the cost function and is applied to the 
switching tube at the next moment through the drive circuit to 
complete the control of the inverter and the suppression of 
interharmonics. 

 

IV. SIMULATION RESULTS AND ANALYSIS 
In order to validate the effectiveness of the proposed 

ISMPC control approach, a PV system with the function of 
interharmonic suppression is simulated. Settings of MPPT are 
configured as follows: disturbance period Tmppt= 0.05s, 
disturbance step size Vstep= 5V. 

Fig. 5 illustrates the simulated waveform employing 
classic model predictive control (MPC). The fundamental 
amplitude of inverter output current is 13.91 A and the THD 
is 3.31%. The A-phase current spectrum shows that the 
interharmonics with large amplitude are distributed at 5m Hz 
(m = 1, 3, 5, ... 19), which will be the next target for 
suppression. λinter is set to 1000, and the secondary 
interharmonic coefficients are all 1. Simulation waveform of 
the suggested ISMPC control with interharmonic suppression 
function is illustrated in Fig. 6. The fundamental amplitude of 
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inverter output current is 13.95 A and the THD is 3.19%. From 
the spectrum of current, it can be seen that the amplitude of 
interharmonic current at each frequency decreases to some 
extent compared to that with MPC control. 

 

 
TABLE I.  INTERHARMONIC CURRENT AMPLITUDE USING 

MPC CONTROL AND ISMPC CONTROL 

Frequency 
(Hz) 

Amplitude(A) Suppression  
ratio (%) 

Frequency 
(Hz) 

Amplitude(A) Suppression  
ratio (%) MPC ISMPC MPC ISMPC 

5 0.012  0.007  40.865  55 0.133  0.108  18.825  
15 0.043  0.013  70.582  65 0.186  0.171  7.937  
25 0.102  0.025  75.504  75 0.146  0.096  34.200  
35 0.170  0.147  13.529  85 0.098  0.077  21.163  
45 0.132  0.113  14.514  95 0.074  0.051  30.755  

Table. 1 lists the interharmonic amplitudes before and 
after suppression. When ISMPC control is applied, the 
amplitude of the interharmonic current at each frequency is 
suppressed to a considerable level compared with MPC 
control. Among them, the best suppression effect is 25 Hz 
interharmonic whose suppression ratio reaches 75.504%, and 
its amplitude decreases from the original 0.102 A to 0.025 A. 
Those also have a good suppression impact at 5 Hz, 15 Hz, 75 
Hz, and 95 Hz, and the suppression ratio all exceed 30%. 
However, the suppression effect of the interharmonic current 
at 65 Hz is weak, and the suppression ratio is only 7.937%. In 
addition, some of the interharmonic currents are suppressed 
and still have large values such as 35 Hz and 65 Hz. 

In order to strengthen the suppression effect of specific 
interharmonics, the secondary interharmonic coefficients at 
35 Hz and 65 Hz are adjusted using the parameter adaptive 
adjustment. The real-time calculation of interharmonic 
amplitude and the parameter adjustment process are shown in 
Fig. 7 and Fig. 8, respectively. Conventional MPC control is 
used between 0-1s with no suppression effect. The 

interharmonics at 35Hz and 65Hz are reduced by using an 
initialization factor of 1 during 1-2s, but the suppression effect 
is not significant. The adaptive adjustment of the parameters 
starts at 2s and ends at about 3.1s. The stabilized 
interharmonic rejection ratios at 35 Hz and 65 Hz are 
increased to 31.213 % and 34.367 %, respectively, which is an 
increase of up to 26 %. 

 

 
Fig. 9 demonstrates the comparison of the suppression 

effect with ISRS strategy (Interharmonic Suppression based 
on Random Sampling-rate MPPT) and ISMPC strategy for the 
same operating conditions. At certain frequencies, the ISRS 
control provides better rejection such as 25Hz, 35Hz, 75Hz 
and 85Hz. However, it also introduces interharmonics at 
frequencies of multiples of 10, which are almost nonexistent 
before, and the total interharmonic content is rather than 
increased. In contrast, the proposed ISMPC control strategy 
does not introduce new interharmonic frequencies and 
demonstrates reliable suppression of existing interharmonics. 

 

V. CONCLUSION 
In this paper, the interharmonic current characteristics of 

PV system based on MPPT perturbation are analyzed and an 
adaptive model predictive control strategy with interharmonic 
suppression is established. On this basis, automatic parameter 
optimization is achieved through the parameter adaptive 
adjustment to better achieve the interharmonic suppression 
effect. Simulation results show that the proposed method can 
effectively reduce the interharmonic amplitude, and the 
parameter adaptive adjustment ensures the enhanced 
suppression of specific interharmonics. 

 
Fig. 5. Simulation waveform of PV system with MPC control. 

 
Fig. 6. Simulation waveform of PV system with ISMPC control. 

 
Fig. 7. The real-time calculation of interharmonic amplitude. 

 
Fig. 8. The process of adaptive adjustment of parameters. 

 
Fig. 9. Comparison of the suppression effect with ISRS strategy and 
ISMPC strategy. 
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Abstract: In recent years, the integration of variable 
renewable energy (VRE) into power grid systems has 
substantially increased. Nevertheless, the intermittent and 
uncertain nature of VRE presents fresh challenges to the power 
system's operation. To address these challenges, battery energy 
storage systems (BESS) emerge as a promising solution. Among 
various BESS technologies, the vanadium redox flow battery 
(VRFB) proves to be particularly effective in stabilizing the 
intermittent output power from renewable sources. The VRFB's 
extended lifespan ensures consistent battery performance over 
the long term. This study aims to tackle these challenges by 
optimizing the allocation and size of BESS with VRFB on a grid 
scale. Leveraging the general algebraic modeling system 
(GAMS) and the IEEE 39-bus system, the optimization process 
identifies the most optimal BESS allocation at buses 4 and 21, 
with a total power rating of 828.18 MW and an energy rating of 
6363.84 MWh. Based on the comparison, VRFB-ESS exhibits 
approximately 7% lower daily operational costs than Li-ion 
BESS The deployment of BESS enables efficient management of 
energy demand and generation fluctuations, reducing overall 
operational costs. Moreover, BESS plays a significant role in 
establishing a reliable, efficient, and sustainable energy system 
amidst the growing integration of renewable energy sources.  

Keywords: Vanadium redox flow battery, battery energy 
storage systems, variable renewable energy, energy storage 
systems, optimal sizing, sitting. 

I. INTRODUCTION 
Over the past few years, the integration of variable 

renewable energy (VRE) sources into power grid systems has 
seen a remarkable surge. Solar photovoltaic (PV) and wind 
turbine generators have become indispensable in meeting the 
rising energy needs while striving to lower greenhouse gas 
emissions [1]. Nevertheless, these sources intermittent and 
uncertain nature introduces novel challenges to power system 
operations. 

The variability and unpredictability of photovoltaic and 
wind generators can result in energy supply instability and 
fluctuations. As an illustration, power flow in divergent 
directions during peak generation periods may lead to voltage 
surges within the network  [2]. Furthermore, the mismatch 
between energy demand and generator output can increase the 
peak-to-average demand ratio, which impacts overall energy 
costs [3], [4]. 

Battery energy storage systems (BESS) have emerged as a 
comprehensive and promising solution to effectively address 
sudden power generation variations and intermittent 
fluctuations in VRE sources [5]. BESS offers a wide range of 
benefits that can significantly enhance power system 
performance. These advantages include the provision of 
additional services, load cutting during off-peak periods, load 
shifting, backup power support, demand response capabilities, 
microgrid utilization, seamless integration of renewable 
energy sources, frequency regulation, voltage control, load 
balancing, long-term energy storage, and even seasonal 
storage options [6], [7].  

Among various battery technologies in BESS, large-scale 
electrochemical batteries such as lithium-ion (Li-Ion) and 
flow batteries have garnered significant attention in power 
systems due to their remarkable attributes of high energy 
density, flexibility, and scalability. The power system 
landscape has witnessed the suitability of various battery 
technologies, including Li-Ion, lead-acid, redox flow 
batteries, sodium-sulfur batteries, and more, catering to 
diverse applications [8]. Due to its capability for long-term, 
large-scale energy storage systems (ESS), the vanadium redox 
flow battery (VRFB) stands out as an extraordinary solution 
to stabilize fluctuating output power from VRE sources and 
ensure the dependability of power grids. VRFBs are a 
tempting option for developing strong and sustainable power 
systems with the seamless integration of renewable energy 
because of their versatility and efficiency  [9]. VRFB holds 
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promise for stationary applications and renewable energy 
support. It boasts several advantages, including room 
temperature operation, a lengthy cycle life, and the ability to 
independently adjust power and capacity. With a projected 
lifespan exceeding 13,000 cycles, VRFB reliably performs for 
10 to 20 years [10]. 

To achieve maximum efficiency, it is crucial to identify 
the optimal daily operational allocation of BESS integrated 
with VRE. Previous research has explored the use of BESS 
for peak load leveling, minimizing power losses in microgrids 
[11]. Optimizing BESS size and scheduling based on various 
battery technologies [12]. And supporting uncertainties in 
wind generation at the grid scale [13]. However, previous 
studies have not fully considered BESS allocation and 
optimization in grid-scale applications. 

This paper focuses on a case study to determine the 
appropriate allocation and size of vanadium redox flow 
battery energy storage system (VRFB-ESS) at the grid scale 
to fill this research gap. The following are the primary 
contributions of this research: 

1. Evaluating the impact of VRFB-ESS on the appropriate 
grid allocation and sizing to reduce curtailment of 
integrated VRE. The findings of this study will provide 
insights into how the adoption of VRFB-ESS affects the 
effectiveness and reliability of the power system at the 
integrated VRE grid level. 

2. A mixed-integer linear programming (MILP) model is 
presented that may be applied to the IEEE 39-bus system 
integrated VRE with VRFB-ESS to identify optimal 
allocation and sizing solutions. This model can help 
practitioners and researchers plan and execute BESS in 
power systems.  

The paper is organized as follows. Section 2 offers the 
mathematical formulation of the objective function and the 
constrained VRFB-ESS. Section 3 outlines the case study that 
was used. Section 4 contains the quantitative research 
findings. Section 5 reviews and discusses optimization 
performance. Finally, Section 6 discusses the conclusions and 
future work. 

II. PROBLEM FORMULATION 
The main objective of enhancing BESS operation is to 

lower power system operating expenses by using BESS 
allocation and sizing best. This is accomplished by 
maximizing the utilization of available BESS resources. In 
addition, acquiring accurate ideal findings from the ESS can 
improve network performance by lowering total losses and 
expenses and raising both the network's reliability and 
resilience[14]. 

A. Main Objective Function 
The main objective function is developed using (1) to 

reduce daily operating costs, taking into account the generator 
operating cost,  using (2), the VRE curtail cost,  using 
(3), the cost of electricity not being supplied,   using (4), 
and the dan BESS cost,   using (5). The following is the 
daily operating cost function: 

  =  +  +  +          (1) 

 =  ∑ , + , +  ,,,        (2) 

 =  ∑ ,,,  (3) 

 = ∑ ,,  (4) 

 = ∑ ,(),(),
       (5) 

Where   represents the generator unit index, ,  
represents the time the bus unit index,  indicates the hours 
index, and  indicates the type of battery technology index. , ,   indicates the fuel cost coefficient generators, , 
generator output power in MW,   represents the value 
from VRE curtailment penalty, ,  Represents VRE 
curtailment power in MW.   represents the value from 
loss of load penalty, , Load shedding power in MW. The 
capital cost for the BESS rated power, the costs of operating 
and repairing the BESS, the installation fee for the BESS, and 
the investment cost for the energy rating of the BESS are 
represented by , ,  , . The end-of-life battery in the 
year represented by  . ,  represents BESS energy 
installed in MWh, and ,  represents Installed BESS 
power in MW. 

B. Operational constraint 
To prevent overcharging and overcharging of the BESS 

and overcharging, it is required to restrict it using the number 
(6), (7). Equations (8) and (9) reflect the constraints that must 
be followed in order to maintain the balance of the 
BESS energy capacity. These equations ensure that the 
quantity of energy stored in the BESS at each interval is the 
same as the amount of energy stored in the previous interval 
and the energy consumed to charge or discharge the battery. 
Furthermore, these equations ensure that the amount of energy 
consumed to charge or discharge the battery is taken into 
account. 

0 ≤ ., ≤ ,
 (6) 

−, ≤ ,, ≤ 0 (7) 

,, = (1 − ) ,,(−1)
 + ℎ,,ℎ + ,.ℎ

ℎ(8) 

0 ≤ ,, ≤ ,
 (9) 

Where ,,  represents state-of-charge or energy 
continuity BESS,   represents battery self-discharge. ,   represents efficient charging and discharge of the 
battery. 

For limit the output of conventional generator, the 
outgoing power must be constrained with the generator 
operation constraint (10), the ramping-up constraint (11), and 
the decrease constraint (12) as follows: 

,, ≤ , ≤ ,,
 (10) 

, − ,() ≤  (11) 

,() −  ≤  (12) 

 Where the minimum and maximum limit of the 
conventional generator represented by ,,, ,, . 
Meanwhile, ,   represents ramp-up and ramp-down 
generators.  

The available power supply places constraints on PV and 
wind, which can be represented by (13) and (14). The VRE 
curtailment in the system must be calculated; therefore, (15-
17) represents the VRE curtailment electricity generated by 
subtracting the active photovoltaic output from the available 
power. 
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0 ≤ , ≤ , (14) 
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Where ,, ,  represents Bus-Connected PV and 
Wind Availability. ,   represents availability PV and 
wind power is connected to the bus in MW. 

To maximize the BESS daily allocation and operational 
capacity while lowering daily operating costs, several 
operational constraints need to be considered to ensure grid 
balance. The following are the constraints to achieve grid 
balance using (18). 
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Equations (19), (20), and (21) indicate the active power 
flow from the branch and the limit of demand power, 
respectively. Where the charging of BESS charging 
represented by .   , and BESS was discharging power in 
MW which was represented by .. The active power output 
from PV and the wind, and active power of the load were 
represented by , , , , ,   respectively.  ,,  represents 
the active flow of power coming from the branch that is linked 
to the bus. The voltage angle between the buses, as well as the 
bus's reactance, have a direct impact on the quantity of power 
transferred. The voltage angle of bus I, indicated by, and the 
branch's reactance are shown , , and , . The maximum 
amount of power that can pass through the branch-connected 
bus, represented by ,,. 

III. PROPOSED METHODOLOGY 
The main purpose of the research is to establish the 

optimum size and distribution of BESS on a grid-scale, 
considering the demand reduction and peak shaving that VRE 

can achieve. A few factors, including the power rating 
variable, determine the ideal outcomes of the BESS system, 
,, the energy rating, ,, and the allocation of BESS 
buses. The method employed is MILP, and the system model 
applied is DC optimal power flow (OPF). The objective of the 
DC OPF is to optimize the power output generated by the 
generators and the power flow through the power network by 
minimizing costs, as formulated in the objective function (1). 
Generally, the MILP algorithm uses the branch-and-bound 
approach, as illustrated in Fig. 1. The bounding process offers 
solutions to relaxed issues, which can act as lower bounds for 
problems involving minimization or as upper bounds for 
problems involving maximization. On the other hand, the 
branching process entails breaking down the primary problem 
into several more manageable pieces [15]. 

IV. CASE STUDY 
For the purposes of this study, a modified of the IEEE 39-

bus system was utilized [16] in order to do an analysis of the 
best sizing and allocation of BESS on a grid scale integrated 
with VRE. The National Renewable Energy Laboratory 
(NREL) is the source for the VRE data curves  in position 
(48.94W°, -123.054N°) [17]. Both bus 21 and bus 26 have 
photovoltaic capacity installed, with bus 21 having 2700 MW 
and bus 26 having 100 MW. As can be seen in Fig. 2, the 
installed wind turbines have capacity of 500 MW at bus 4 and 
250 MW at bus 8. Fig. 3 illustrates the demand curve that will 
be utilized in this analysis. The generation curves for 
photovoltaic and wind energy are shown in Fig. 4, 
respectively. In this study, the cost loss of load (VOLL) is 
$50,000/MWh, and the cost of VRE reduction is $50/MWh. 
The BESS characteristic data in Table 1 is based on VRFB. 
All optimization models were implemented using GAMS 
39.2.1. The computational study was carried out using the 
MILP solver that was provided by CONOPT. This was 
accomplished using an AMD Ryzen 5 3550h processor with 
16 GB of RAM at a clock speed of 3.6 GHz. 

Fig. 1. Flowchart allocation and sizing VRFB-ESS  

Data Parameter Preparation (Profile Generator, 
Profile PV, Profile Wind, Profile Demand, and 
Profile Cost)

Initialization Total Operating Cost (TOC) problem 

Set lower bound
Set Incumbent = void

Any active node?

Stop
Optimal Solution objective TOC problem.
Optimal variable , BESS on bus I . 

Choose the next active node

Solve LP relaxation problem and 
make it inactive node

Feasible Solution?

TOC_ref < TOC

All variable have ingeter?

Branch on the current node

Fathom by infeasibility

Fathom by bound

Fathom by optimality
New Incumbent
TOC_Ref = TOC

No

No

No

No

Yes

Yes

Yes

Yes

 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

401

 Where the minimum and maximum limit of the 
conventional generator represented by ,,, ,, . 
Meanwhile, ,   represents ramp-up and ramp-down 
generators.  

The available power supply places constraints on PV and 
wind, which can be represented by (13) and (14). The VRE 
curtailment in the system must be calculated; therefore, (15-
17) represents the VRE curtailment electricity generated by 
subtracting the active photovoltaic output from the available 
power. 

 0 ≤ , ≤ ,
 (13) 

0 ≤ , ≤ , (14) 

, = ,  − , (15) 

, = ,  − , (16) 

, = , + ,
 (17) 

Where ,, ,  represents Bus-Connected PV and 
Wind Availability. ,   represents availability PV and 
wind power is connected to the bus in MW. 

To maximize the BESS daily allocation and operational 
capacity while lowering daily operating costs, several 
operational constraints need to be considered to ensure grid 
balance. The following are the constraints to achieve grid 
balance using (18). 

  ∑ ,, + ∑ −, + ,, + , +  , + , −, = ,,            (18) 

,, = ,,
,  (19) 

−,, ≤ ,, ≤ ,,              (20) 

0 ≤ , ≤ ,             (21) 

Equations (19), (20), and (21) indicate the active power 
flow from the branch and the limit of demand power, 
respectively. Where the charging of BESS charging 
represented by .   , and BESS was discharging power in 
MW which was represented by .. The active power output 
from PV and the wind, and active power of the load were 
represented by , , , , ,   respectively.  ,,  represents 
the active flow of power coming from the branch that is linked 
to the bus. The voltage angle between the buses, as well as the 
bus's reactance, have a direct impact on the quantity of power 
transferred. The voltage angle of bus I, indicated by, and the 
branch's reactance are shown , , and , . The maximum 
amount of power that can pass through the branch-connected 
bus, represented by ,,. 

III. PROPOSED METHODOLOGY 
The main purpose of the research is to establish the 

optimum size and distribution of BESS on a grid-scale, 
considering the demand reduction and peak shaving that VRE 

can achieve. A few factors, including the power rating 
variable, determine the ideal outcomes of the BESS system, 
,, the energy rating, ,, and the allocation of BESS 
buses. The method employed is MILP, and the system model 
applied is DC optimal power flow (OPF). The objective of the 
DC OPF is to optimize the power output generated by the 
generators and the power flow through the power network by 
minimizing costs, as formulated in the objective function (1). 
Generally, the MILP algorithm uses the branch-and-bound 
approach, as illustrated in Fig. 1. The bounding process offers 
solutions to relaxed issues, which can act as lower bounds for 
problems involving minimization or as upper bounds for 
problems involving maximization. On the other hand, the 
branching process entails breaking down the primary problem 
into several more manageable pieces [15]. 

IV. CASE STUDY 
For the purposes of this study, a modified of the IEEE 39-

bus system was utilized [16] in order to do an analysis of the 
best sizing and allocation of BESS on a grid scale integrated 
with VRE. The National Renewable Energy Laboratory 
(NREL) is the source for the VRE data curves  in position 
(48.94W°, -123.054N°) [17]. Both bus 21 and bus 26 have 
photovoltaic capacity installed, with bus 21 having 2700 MW 
and bus 26 having 100 MW. As can be seen in Fig. 2, the 
installed wind turbines have capacity of 500 MW at bus 4 and 
250 MW at bus 8. Fig. 3 illustrates the demand curve that will 
be utilized in this analysis. The generation curves for 
photovoltaic and wind energy are shown in Fig. 4, 
respectively. In this study, the cost loss of load (VOLL) is 
$50,000/MWh, and the cost of VRE reduction is $50/MWh. 
The BESS characteristic data in Table 1 is based on VRFB. 
All optimization models were implemented using GAMS 
39.2.1. The computational study was carried out using the 
MILP solver that was provided by CONOPT. This was 
accomplished using an AMD Ryzen 5 3550h processor with 
16 GB of RAM at a clock speed of 3.6 GHz. 

Fig. 1. Flowchart allocation and sizing VRFB-ESS  

Data Parameter Preparation (Profile Generator, 
Profile PV, Profile Wind, Profile Demand, and 
Profile Cost)

Initialization Total Operating Cost (TOC) problem 

Set lower bound
Set Incumbent = void

Any active node?

Stop
Optimal Solution objective TOC problem.
Optimal variable , BESS on bus I . 

Choose the next active node

Solve LP relaxation problem and 
make it inactive node

Feasible Solution?

TOC_ref < TOC

All variable have ingeter?

Branch on the current node

Fathom by infeasibility

Fathom by bound

Fathom by optimality
New Incumbent
TOC_Ref = TOC

No

No

No

No

Yes

Yes

Yes

Yes

 



2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE) 2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)2023 15th International Conference on Information Technology and Electrical Engineering (ICITEE)

402

Fig. 2. Modified IEEE 39-bus system [16] 

Fig. 3. Hourly load demand data for the modified IEEE 39-bus system 

Fig. 4. PV and wind power generation 

 

TABLE I.  DATA PARAMETER BATTERY [9], [14], [18]  

Parameter VRFB Li-Ion 
Efficiency Round-Trip (%) 90 90 
Self Discharge on Daily (%) 0.2 0.2 
End-of-life Battery (year) 20 10 
Power Rate Cost ($/kW) 2300 320 
Energy Rate Cost ($/kWh) 58.4 360 
Installation Cost  $ 250000 15 $/kWh 
Maintenance Cost 
($/kW/yr) 

300 5 

V. NUMERICAL RESULT 
This study aimed to analyze the impact of VRFB-ESS on 

the optimal allocation and sizing at the grid scale to reduce 
curtailment of unused VRE. Three cases were considered:  

• Case 1 focused on minimizing daily operation costs in 
the IEEE 39-bus system without VRE and VRFB-ESS.  

• Case 2 involved the inclusion of VRE in the system, with 
PV capacity of 2800 MW and wind capacity of 750 MW.  

• Case 3 incorporated VRFB-ESS with integrated VRE in 
the system.  

• Case 4 incorporated Li-ion BESS with integrated VRE 
in the system. 
 

Using the GAMS program and predefined case 
parameters, the optimal allocation and size of VRFB-ESS 
were determined. To determine the allocation and size of 
VRFB-ESS, the variables ,  and ,  were utilized 
according to equation (5). A comparison of the production of 
the conventional generator unit is illustrated in Fig. 5. From 
the comparison figure, it can be observed that in the all case, 
there are changes in the production of generator capacities 
compared to the first and second cases. VRE and VRFB-ESS 
use. In the first case, the production of generators g1 to g10 
solely depends on the power allocation of the demand for 
generators and the load at specific times. In the second case, 
the integrated VRE causes some generators, such as g5 and 
g6, to experience power curtailment, as the power generated 
from renewable sources partially meets the load demand.  

In contrast, in case 3 and 4, the VRFB-ESS helps store 
excess energy from VRE when the generated power exceeds 
the load demand and discharges energy when VRE cannot 
meet the load demand. As a result, some generators involved 
in Case 2, such as g5 and g6, experience an increase in power 
production as the VRFB-ESS optimizes production and 
minimizes VRE curtailment. The optimization results 
demonstrate that the generators collectively contribute to a 
total capacity ranging from 2958.89 MW to 4532.64 MW. The 
presence of VRFB-ESS allows the system to be more efficient 
in dealing with VRE fluctuations.  

The optimization results shown in Fig. 6 indicate that the 
VRFB-ESS system is efficiently managed to optimize the 
utilization of energy sources and meet fluctuating energy 
demands. The power output of PV and wind varies from one 
time interval to another, highlighting the uncertainty in 
renewable energy generation. In order to prevent energy 
waste, photovoltaic generation is restricted from intervals t6 
to t17 when the energy demand is less than the production of 
solar energy. Consequently, the VRFB-ESS during intervals 
t7 to t16 to charge and provide power when the energy demand 
exceeds generation during t17 to t24. As shown in Fig. 7, 
during the intervals t7 to t16, the BESS charges for storing 
excess energy from PV and wind generation. And discharges 
to balance energy demand and generation in intervals t17 to 
t24. 
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Fig. 5. A comparison of the production of conventional generators unit in 
varying case 

Fig. 6. Daily energy dispatch in VRE and VRFB-ESS integrated 

Fig. 7. Daily energy dispatch VRFB-ESS 

Fig. 8. Percentage energy dispatch in varying case 

TABLE II.   NUMERICAL SIMULATION RESULTS OF THE OPTIMIZATION  

Variable Case 1 Case 2 Case 3 Case 4 
Technology 
BESS 

- - VRFB Li-ion 

Lifetime 
BESS 
(year) 

- - 20 10 

Generator 
cost ($) 

6746872.26 2498746.30 1730913.74 1978598.57 

Loss of load 
cost ($) 

- - - - 

VRE curtail 
cost($) 

- 35788.18 - - 

BESS cost($) - - 530422.75 452587.65 
Daily 
operation 
cost ($) 

6746872.26 2534534.48 2261336.49 2431186.23 

Power Rate 
(MW) 

- - 828.18  619.57 

Energy Rate 
(MWh) 

- - 6363.84 3868.23 

Bus Location 
for BESS 

- - 4, 21  21 

Fig. 8 shows that in Case 2, VRE contributes 30% of the 
energy, while the remaining 70% of the total energy 
production is obtained from generators. On the contrary, in 
Case 3, the conventional generator energy production 
decreases to 66% of the total production, with VRE still 
contributing 29% and VRFB-ESS contributing 5%. In Case 4, 
the generator energy production decreases to 67%, with VRE 
contributing 30% and VRFB-ESS contributing 3%. This 
indicates that the utilization of VRE and BESS has the 
potential to reduce dependence on conventional generators to 
meet energy demands.  

The cost comparison results of the optimization are shown 
in Table 2. From the table, it can be concluded that the use of 
VRE and VRFB-ESS in Cases 3 leads to increased efficiency 
and reduced operational costs of the power system. In these 
cases, the conventional generator costs experience a 
significant decrease, resulting in a lower daily operating cost. 
The daily operation cost in case 3 is $2,261,336.49, with the 
optimal allocation and size of VRFB-ESS determined at bus 4 
with a rating of 9.18 MW and 61.21 MWh, and on bus 21 with 
a rating of 819.00 MW and 6302.63 MWh. This suggests that 
the system model ultimately decides on the optimal allocation 
of VRFB-ESS in the location with the highest PV capacity 
(2700 MW) in bus 21 to reduce curtailment and at bus 4 to 
provide backup power at the load of the IEEE 39-bus system.  

Based on the comparison, VRFB-ESS exhibits 
approximately 7% lower daily operational costs than Li-Ion 
BESS despite the higher initial cost of VRFB. This cost 
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advantage can be attributed to the longer end-of-life duration 
of VRFB-ESS compared to that of Li-ion BESS. 
Consequently, in the simulation results, the percentage of 
energy dispatch allocated to VRFB-ESS is higher by 5%, 
resulting in reduced conventional generator costs as well. 

Overall, the integration of VRE and VRFB-ESS in the 
power system can bring benefits in terms of efficiency, 
reduced operational costs, and reduction in the reduction of 
renewable energy sources, making the power system more 
sustainable and environmentally friendly. 

VI. CONCLUSION AND FUTURE WORK 
BESS has been considered a promising solution to 

mitigate sudden variations in power generation and 
intermittent fluctuations in VRE. Among various battery 
technologies in BESS, VRFB is considered an excellent 
solution to stabilize VREs fluctuating output power and assure 
the dependability of power grids through its capacity for long-
term and large-scale energy storage. 

This study aims to optimize the allocation and sizing of 
VRFB-ESS on a grid-scale to cope with the increasing 
penetration and reduce curtailment of VRE in the distribution 
system. This will help address the difficulties that have been 
presented. Incorporating both the GAMS and IEEE 39-bus 
system. 

The optimization results reveal the optimal allocation of 
VRFB-ESS to buses 4 and 21, with a total power rating of 
828.18 MW and an energy rating of 6363.84 MWh. With 
VRFB-ESS, the reduction of VRE from sources such as 
photovoltaic and wind generators is effectively managed, 
avoiding energy waste and maintaining a balance between 
energy demand and generation. The optimized operational 
cost of the power system is $2,261,336.49, covering generator 
costs, PV curtailment costs, and VRFB-ESS costs. VRFB-
ESS has a 7% lower daily operational cost than Li-Ion BESS 
despite VRFB having a higher initial cost. This is because 
VRFB-ESS has a longer end-of-life duration. The simulation 
results also show a 5% increase in energy dispatch to VRFB-
ESS, leading to lower conventional generator costs. 

Due to the limitations of this study, unit commitment and 
battery degradation were not considered. In future research, 
the focus should be on BESS with a focus on long-term 
planning, considering the unit commitment of generators and 
battery degradation to assess their potential impact on power 
system planning. 
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